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Foreword

This lucid, well-written book fills a distinct gap in the literature on decision
making in the health professions, especially medicine and nursing. What is this
gap? And how does this book address it?

Introductory presentations of medical decision making typically begin with
how to assess the accuracy of clinical evidence, especially diagnostic tests, and
move on to drawing inferences. Making diagnostic judgments is conceptualized
as a problem of updating opinion with imperfect information, and Bayes’s
theorem is the method to solve the problem. Probability and uncertainty are
highlighted and Bayes’s theorem is presented in one form or another. Other
books are intended as graduate texts for health professionals who wish to practice
decision analysis or do research using statistical decision theory. This book is
positioned somewhere between those two poles.

Instead of starting with diagnostic testing, it begins with the problem of
determining goals and objectives of medical care and with methods for assessing
values and the quality of life. It does not neglect probability, uncertainty and
how they can be effectively discussed with patients, but it puts values, utility
assessment and choice on center stage. Interestingly, it does not get to Bayes’
theorem and diagnostic testing until better than halfway through the text. By
that time, the reader should have a very good idea of how concepts and principles
of medical decision making extend well beyond the setting of diagnosis with
which the field arguably began. Importantly, it shows that a scientific approach
to medical decision making is not limited to technical rationality, but can pay
close attention to the values and goals of thoughtful clinical practice.

Within these pages, all of the major topics in medical decision making are cov-
ered at a level of detail appropriate for a text intended for physicians and other
health professionals who do not intend to specialize in the area but who want to
know, in broad terms, what it is about. The topics include: 1) the role of values
in many decisions and how they can be quantified for systematic decision mak-
ing; 2) decision making with multiple, sometimes competing objectives, and
thinking about trade-offs; 3) decision analysis, including sensitivity analysis,
and ways of visualizing decisions, including decision trees and influence dia-
grams; 4) cost-effectiveness analysis, including measuring the quality of health
outcomes (quality-adjusted life years); and 5) psychology of judgment and
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xii Foreword

decision making. Findings of three decades of research in decision psychol-
ogy are especially well integrated into the exposition. It concludes with chapters
on family involvements in clinical decisions and other ethical issues.

Recently, medical decision making has been treated largely as an adjunct to
evidence-based medicine. This book emphasizes a very different perspective
that is, in my opinion, much needed: evidence-based medicine is discussed in a
few pages, while value and quality-of-life issues are much more prominent.

The book makes a sustained effort to address the needs and concerns of learn-
ers and novices in the field. It is not a graduate text in any of the topics discussed.
Mathematical formalisms and notation are kept to a minimum to increase its
appeal to health-care professionals. The reasons why we should care about a
particular question introduce the exposition of the methods used to approach
it. The connections between clinically realistic situations and fundamental con-
cepts and theories are repeatedly emphasized. So if one is looking for a book
effectively written at a level appropriate for physicians and other health profes-
sionals who want an overview of the territory, it is in your hands. It deserves a
wide audience.

Arthur S. Elstein, Ph.D.
October, 2007
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Preface

Decision making is a key activity – perhaps the key activity – in the practice of
health care. Although physicians acquire a great deal of knowledge and many
specialized skills during their training and through their subsequent practice,
it is in the exercise of clinical judgment and its application to specific decisions
facing individual patients that the outstanding physician is distinguished. This
has become even more true as patients have been increasingly welcomed as
partners in increasingly complex medical decisions, in what has been termed
“shared decision making.”

Medical decision science is a field that encompasses several related pursuits.
As a normative endeavor, it proposes standards for ideal decision making. As a
descriptive endeavor, it seeks to explain how physicians and patients routinely
make decisions, and has identified both barriers to, and facilitators of, effective
decision making. As a prescriptive endeavor, it seeks to develop tools that can
guide physicians, their patients, and health care policymakers to make good
decisions in practice.

Although there have been decades of research and theory on the judgment and
decision making of physicians and patients, this “basic science” of the decision
process has too often been unknown outside the province of the academic
medical center. Just as a substantial crevasse separates the theoretical geneticist
from the general practitioner who could benefit from new developments in
genetics and genomics, a similar canyon gapes between the decision scientist
and the community physician.

The goal of this book is to bridge that gap – to provide a practical, conceptual,
clinical translation of the work of decision theorists, analysts, and psycholo-
gists – and to do so in a way that will be interesting and useful to a busy phy-
sician.

We come to this book with several fundamental beliefs. Our first fundamental
belief is that a large majority of clinical decisions are variations of basic patterns
of decision problems that are similar across specialties, and amenable to the same
basic classes of conceptual tools. All carpenters apply a common set of tools to
a common raw material. A master carpenter, however, produces valuable and
unique pieces by critically evaluating the distinctive grain of a piece of wood,

xiii
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xiv Preface

carefully choosing which tools are appropriate, and skillfully applying those
tools to best effect. A master clinician similarly achieves great results for patients
by considering each patient as a unique individual and selectively applying
conceptual tools in a skillful manner.

Our second fundamental belief is that making good decisions is more impor-
tant in practice than making perfect decisions. As a result, the treatment of
decision science in this book is both at a high conceptual level and necessarily
abridges some of the finer grained mathematical distinctions that are of great
interest to decision scientists. For readers who wish to explore the ideas we
present in greater detail or mathematical rigor, we provide references to key
works in modern decision theory.

Our third fundamental belief is that many clinical decisions require input
from both physicians and patients, but physicians and patients are not inter-
changeable. Each brings a unique perspective and unique information that is
largely inaccessible to the other – a point that is often made when physicians
write about their own experiences as patients. A theme of this book is to consider
how much and what kind of information must be provided by the patient in
different types of decisions to make the decision process successful.

Our fourth fundamental belief is that the practice of medicine and health care
policy are inseparably linked. Acts of clinical care are influenced by public policy
and social context; in many important cases, acts of clinical care may even be
expressions of policy. When health care demand exceeds resources, when access
to care is difficult or inequitable, or when other factors conspire to constrain
physicians’ abilities to provide excellent care, they often become advocates not
only for their individual patients, but for the health of their society. As these
circumstances are common in both the developed and developing world, this
book also introduces ideas in decision science that go beyond choices that affect
an individual patient to those that impact the patient’s family, community, and
society.

This is a book for physicians and other smart, busy, independent-minded
people with a deep concern for the health and well-being of others. We are
medical educators, and as such, we know that the lecture is the least effective way
of conveying information. Accordingly, this book is organized around typical
clinical cases in a variety of specialties and is designed to encourage the reader
to reflect on the application of the concepts presented to their own clinical
practice. Where possible, chapters are self-contained, allowing the reader to
approach the book in the order most useful for them and to use it as a convenient
reference; where chapters must refer to earlier chapters, this is clearly noted. A
brief synopsis of each chapter follows.
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Preface xv

Part I

Goals of medical care

Chapter 1 – Goals and objectives

Your patient has just been diagnosed with lung cancer, and you know that she will
face many decisions about her treatment and will look to you for information
and guidance. Good decisions are characterized first and foremost by good
decision processes – approaches designed to increase the likelihood and degree
to which important goals are achieved. Before any choices can be considered,
decision makers should clarify their goals and objectives. This chapter presents
a typology of goals and how they operate in medical decisions, together with
suggestions for how you can facilitate your patient’s clarification and refinement
of their goals.

Part II

Valuing health

Chapter 2 – Components of health

Your patient has diabetes and is facing decisions about how intensively to man-
age his disease. He needs to better understand the health states that may face
him in the future, each of which is multifaceted. Most health outcomes involve
several different dimensions of health. Moreover, not all dimensions are equally
important. Here we encounter a basic paradox of medical judgment: while
only patients can truly know how much importance to give to each dimen-
sion of health, their experience is nearly always more limited than that of their
physician, who may have treated scores or hundreds of patients with similar
conditions and seen the results of their decisions. This chapter discusses health
dimensions and subdimensions that are commonly used to measure quality of
life and introduces processes for patients and physicians to identify the impor-
tance of health dimensions and evaluate the likely range of outcomes on each
dimension.

Chapter 3 – The overall health state

Your diabetic patient has considered how his future health states might impact
him across several dimensions but is reluctant to limit himself to those dimen-
sions. Concerned about the possibility of failing to consider important facets of
health or how different facets of health might interact, he wants to know how he
might evaluate his overall health state. This chapter demonstrates and compares
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xvi Preface

two methods for the identification and evaluation of health states as whole, the
decompositional and holistic approaches.

Chapter 4 – Quality and quantity

Your patient has degenerative osteoarthritis in her knee and is considering total
knee replacement surgery. Her decision is typical of a large group of decisions
that feature trade-offs between future quality and quantity of life, particularly
over the natural history of a degenerative disease. How should she think about
her future quality of life and consider the course of her health over her lifetime?

Part III

Understanding uncertainty

Chapter 5 – Embracing uncertainty

A public health screening leads a patient to consult you about his cholesterol
levels and ask whether he’s likely to have a heart attack and whether a dietary
supplement might reduce his risk. Uncertainty makes both patients and physi-
cians nervous, but is a fundamental feature of medicine. This chapter shows
how understanding different types of uncertainty can help put patients at ease
and guide physicians to identify the most important questions to consider in
planning a workup or treatment program.

Chapter 6 – Chance and choice

Your patient has been diagnosed with prostate cancer and is considering which
of the several courses of treatment he should follow, if any. Each offers some
hope of keeping the cancer in remission, but each also presents risks of serious
side effects. Most medical decisions present the possibility of several possi-
ble outcomes, with no certainty about which will actually occur. This chapter
introduces tools for evaluating and comparing such options by combining infor-
mation about the probabilities of outcomes with insights about the values of
outcomes.

Chapter 7 – Confidence

A physician describes his hypertensive patient’s 10-year risk of heart attack,
and the patient asks how confident the physician is in his estimate of the risk
and in the likely benefit of treatment. Determining the best choice to achieve a
goal is not always enough to complete a decision. Often, a physician, policy
maker, or patient is also concerned with how confident they should be that the
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Preface xvii

recommended choice is superior to other options, and the conditions under
which another option would be recommended instead. This chapter discusses
both subjective and statistical confidence.

Part IV

Developing information

Chapter 8 – Visualizing decisions

A couple are unsure about what kind of prenatal Down’s syndrome screening
strategy they should choose, and ask for your assistance in understanding the
decision. One of the most powerful classes of decision aids are tools for making
options, outcomes, and attributes visually comprehensible. This chapter intro-
duces several different kinds of decision visualization and communication tools
and develops a vocabulary and taxonomy for creating and evaluating new tools.
Particular attention will be paid to tools for constructing choice sets, weighing
and evaluating attributes, and representing the structure of decisions.

Chapter 9 – The power of information

Another couple facing the prenatal Down’s syndrome screening decision has
chosen to undergo amniocentesis, but has additional questions about the risks
of the procedure and their own preferences for outcomes. One of the available
options in many decisions is to gather more information. We can conceptualize
the usefulness of additional information by considering how much a decision
recommendation could be improved if that additional information were avail-
able. However, additional information often comes at a cost. This chapter pro-
vides both a conceptual and simplified mathematical introduction to the use
of information in decisions and offers the clinician strategies for determining
which information should be obtained in a decision and when. The chapter also
discusses evidence-based medicine and the development of clinical trials.

Chapter 10 – Screening and testing

In many clinical decisions, the most ready source of additional information
is diagnostic testing. Diagnostic tests include not only laboratory tests, but
also other sources of information about diagnosis, such as history and physical
examination. Many physicians, however, do not understand how diagnostic
tests are developed or how to determine the value of the information they
provide. The chapter case illustrates these concepts by considering the diagnosis
of Helicobacter pylori infection in an adolescent girl with iron-deficiency anemia.
Diagnostic testing strategies involving multiple tests in series or parallel are
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xviii Preface

explained. This chapter also discusses psychological heuristics associated with
diagnosis and conditions under which such judgments are helpful or misleading.

Part V

Beyond the individual

Chapter 11 – Family matters

Physicians are accustomed to making recommendations for others; patients,
however, face additional and often unfamiliar complexities when they find them-
selves in a position of “agency” – responsible for decisions that affect the health
of a child, an aged parent, or an incapacitated spouse. How can physicians guide
patients in these situations? This chapter reviews research on how medical deci-
sion making for another differs from decision making for the self and develops
recommendations for physicians whose patients seek guidance on agency. Two
chapter cases illustrate applications of these recommendations: in one, a mar-
ried couple consults you about prostate cancer treatment for the husband; in
the other, a woman asks about assuming decision-making responsibility for her
mother, who has mid-stage Alzheimer’s disease.

Chapter 12 – Public health

In the United States, physicians have traditionally focused their attention on the
clinical treatment of their patients with little concern for matters of public health
or the cost of medical care, but this focus has changed dramatically in the last 20
years. In other countries, physicians have always been responsible for the broader
health of their societies. This chapter introduces elements of decisions involving
public health. First, it considers the problem of the aggregation of value: how
should society place a value on health states that may be evaluated differently
by different patients? Research in the area of utility aggregation and contingent
valuation is reviewed. Second, the chapter discusses direct and indirect costs
and savings associated with medical care and briefly explains guidelines for
the measurement of medical costs to society. Finally, the chapter combines
the two by introducing cost-effectiveness analysis as a model for allocating a
budget to public health programs and reviews the cost-effectiveness of several
kinds of public health and medical interventions in current use. The chapter
case illustrates the concepts by presenting research on the cost-effectiveness of
routine hepatitis A vaccination of young children.

Chapter 13 – Social values

The final chapter once again takes up decision goals and objectives, but from the
perspective of shared social values and ethical norms. This chapter makes explicit
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Preface xix

a variety of often implicitly accepted priority rules for decisions that involve
rationing care (triage, the “rule of rescue”, cost-effectiveness) and uses organ
donation and transplant as a case illustration. It also considers the application
of values and goals beyond simply improving a patient’s health, such as the value
of research that is not expected to be beneficial (e.g., Phase I drug trials).

Appendix

The appendix summarizes the questions for clinical practice that arise from
each of the chapters. It may be used as a tool for reflection or a quick guide to
questions that might be considered in helping patients make decisions about
their health.

We welcome feedback from our readers and the opportunity to continue
the conversation of this book on our web forum at www.makingmedicaldeci-
sions.com.
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Goals of medical care
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1

Goals and objectives

Introduction

Mrs. M., 54, has been your patient for 15 years, and in that time she’s been
largely healthy. You’ve seen her through a broken wrist and one hospitaliza-
tion for dehydration as a result of severe gastroenteritis, as well as her annual
physical examinations and routine preventative health screenings. When she
presented to you with a history of coughing up blood and facial swelling,
you immediately ordered a chest x-ray. The radiograph showed a mass and
computed tomography of the chest the next day was strongly suggestive of
small cell lung cancer with some metastasis to the mediastinal lymph nodes.

You referred Mrs. M. to a highly regarded cancer center in your area
that uses a team approach. Mrs. M.’s team includes a thoracic surgeon, an
oncologist, a pulmonologist, and a social worker. They discuss her condition
and formulate several alternate treatment plans. They all agree, given the
complexity of the situation, that Mrs. M. could reasonably decide to proceed
with one of several treatments. Having come to consensus, the oncologist
and social worker met with Mrs. M. to discuss the options. They carefully
described four different interventions and asked her which would be her
choice. They also patiently answered questions about side effects and chances
of success. Mrs. M., in the end, told the team she wanted some time to think
about the options. They endorsed this need and scheduled a follow-up in 10
days.

Mrs. M. went home distressed, anxious, and confused. The next day she
called your office and made an appointment to see you. She wanted your
guidance on the different chemotherapy protocols and on surgical resection
of the primary tumor and lymph nodes involved. She has realized that she
may face a considerably shorter life than she once expected.

The case of Mrs. M. presages nearly all of the facets of decision making that face
primary care physicians and their patients. In most cases, Mrs. M.’s treatment
team will recommend a workup for staging her disease and then recommend a
treatment plan that will, in their best judgment and in light of the best available

3
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4 Goals of medical care

evidence, afford her the greatest length of life or the highest chance of survival
3 or 5 years later. In many cases, Mrs. M. will follow these recommendations
without question, because they have been developed by highly educated and
experienced physicians and may be presented as the only sensible choices. And,
indeed, for someone whose aim in life is to live as long as possible, they may
well be the only sensible choices.

As Mrs. M.’s physician, you want her to make good medical decisions. But
what makes a good decision? When physicians are asked about the characteristics
of a good decision by their patients, four are often cited:
� A good decision is one that leads to a good outcome.
� A good decision takes into account all of the relevant information known at

the time and does not depend on irrelevant information.
� A good decision can be justified or defended to others.
� A good decision is arrived at through a deliberative process.

Less obvious, but just as important, is a fifth principle:
� A good decision is consistent with the way the decision maker wants to live

his or her life.
Let’s consider each of these characteristics in turn.

Decisions and outcomes

Most people have a sense that a good decision is one that leads to a good
outcome. However, they are also quick to recognize that someone may make
the best available decision and yet have a bad outcome through no fault of their
own or that someone may make a decision for nonsensical reasons and yet,
through a stroke of luck, obtain good results.

In a world without uncertainty, making a good decision would be, if not
simple, at least less challenging. A good decision would be a decision that was
known to lead to a good outcome. For example, a mechanic who examines a car
and finds that its brake pads are worn should replace them. There is no question
that improperly functioning brakes are dangerous, that worn pads reduce brake
function, and that replacing the pads is the proper procedure to restore the car
to full functioning. When outcomes are uncertain, however, the best we can do
is say that a good decision is a decision that is likely to lead to a good outcome.

Decisions and information

An informed decision ought to be a better decision. In principle, having addi-
tional relevant information should always lead to a decision that is at least as
good as the decision that would be made without the information. Similarly,
avoiding irrelevant information minimizes the chance that it will inappropri-
ately bias a decision. This requires both distinguishing relevant from irrelevant
information and then selectively ignoring irrelevant information. Both have
proven to be difficult in practice.
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Consider a couple looking for a house to buy. Each house they visit has the
current owner’s furniture and decorations in it, but the furnishings are not being
sold with the house. Although the buyers may recognize that they should pay
closer attention to the relevant (to them) structural features of the house and
ignore the irrelevant furnishings, there is an almost irresistible impact of the
decorative appearance that could play a significant and unwanted role in the
decision.

Managing information is a key component of improving decision making. In
practice, however, determining which information is available and assessing its
relevance is not always a simple matter. We return to this topic in much greater
detail in Part IV.

Decisions and reasons

Few patients are completely disconnected from the influences of others. There
can be great pressure to make medical decisions, particularly those involving
significant trade-offs, in a way that can be justified to family and friends by means
of principles, narratives, or other reasons. Using familiar and well-accepted
processes for coming to a decision may serve as a justification in itself, but
patients are more often called upon to justify not only how the decision was
made, but also why they believe the decision will serve their goals.

For example, the word diet on a box of cookies may provide a person trying to
lose weight with a persuasive justification for purchasing those cookies, despite
the lack of a standard meaning for the term as a food label. Having bought the
cookies, the perceived rationale may be strong enough that the person may go
to consume them in such quantities that any benefit from fewer calories per
cookie is obviated.

It is not patients alone for whom the knowledge that they can provide a
justification for a decision can be an important driver of the decision. The ability
of physicians to defend medical decisions to peers has obvious importance in
the context of malpractice suits.

Decisions and deliberation

It is often assumed that a good decision emerges from a well-considered rea-
soning process that analyzes the available information and weighs the available
choices carefully. Decisions should not be made under time pressure or stress.
On the other hand, a burgeoning literature suggest that intuitive judgments –
made without conscious deliberation – are often the basis for choice and can
even be highly successful.

Even when a decision is already made, however, there can be value in examin-
ing it deliberatively. Deliberative consideration may point out that the decision
depends on important background assumptions and lead the decision maker to
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6 Goals of medical care

take further action to ensure that those assumptions are met. Reconsideration
may also lead to further comfort with the decision because it may highlight
additional ways in which the decision serves the needs of the patient. Even
when further consideration results in feelings of regret (such as the familiar
phenomenon of “buyer’s remorse” in real estate sales), it may serve to lessen
the surprise of possible negative outcomes in the future, and thus lessen their
emotional impact.

Decisions and life goals

Striving to attain goals gives purpose to life. Psychologically, goals serve as impor-
tant reference points for the outcomes of decisions. Outcomes that achieve goals
are often considered to be successes or gains by the decision maker, whereas out-
comes that do not achieve goals are often considered failures or losses. Although
decision researchers always emphasize the importance of goals in decision mak-
ing, goals are rarely considered explicitly because they are unique to each decision
maker, and it is often assumed that only the decision maker has good insight
into his own goals. The incorporation of goals into medical decisions, although
amenable to systematization, thus remains in large part an art practiced by
physicians who excel in communication with patients in the clinical encounter.

Each patient may have unique goals. However, the desire to fulfill goals is
common to all patients. For example:
� an author wants to complete a book
� an athlete wants to play on a championship team
� an artist struggles to complete a major work
� an engineer or architect endeavors to see a project to completion
� a politician strives to achieve higher office
� a celebrity wishes to complete memoirs
� a political activist seeks campaign reform legislation
� a patient wants to have children and raise a family
� a patient seeks the financial and social welfare of her family

Decisions that impact life expectancy clearly have important consequences
for goal achievement. Some goals simply require a long time to accomplish, and
early death obstructs goal achievement. Others are ongoing goals that emphasize
a persistent state: to live as long as possible, to run a marathon each year, or to
defend a championship chess title.

Similarly, decisions that impact quality of health can also be recast in terms of
either requiring a minimal level of health to accomplish goals or the maintenance
of a level of health itself as a persistent goal. The list above provides examples
of the former; without adequate mental and physical functioning, it may not
be possible to achieve a goal, no matter how long one’s life. For examples of the
latter, mobility, chronic pain, and emotional stress all affect quality of health,
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and the corresponding goals – to increase mobility, to eliminate pain, and to
reduce emotional stress – are common to many patients.

Goals may include both discrete and ongoing achievements. Individuals seek-
ing the financial and social welfare of their families may want to provide quality
child rearing – an ongoing goal – and also to live long enough to see their child
graduate from high school – a goal achieved at a discrete point in time.

Another interesting feature of goals is that, although the ability to achieve
them may depend on the duration of remaining life or quality of health, the
value of achieving them may not. As a result, some patients may be willing to
make decisions that result in somewhat shorter life expectancy, if they will be
more likely to achieve a goal, but unwilling to make decisions that result in a
much shorter life expectancy if they would run out of time to achieve the goal.

It is an unfortunate error for a patient to expend effort and invest emotion
in making a decision that seeks to achieve some goal only to discover that the
goal achieved is relatively unimportant to them. It is sensible to seek to avoid
vomiting, but for a cancer patient to avoid chemotherapy to achieve that goal
may be penny wise and pound foolish. One of the most important ways a
physician can aid their patients’ decisions is to help them clarify the goals they
hope to achieve in the decision.

Goals, objectives, and constraints

In their seminal book, Decisions with Multiple Objectives, Keeney and Raiffa
(1976) provide a useful distinction between goals and objectives. An objective,
they write, “generally indicates the ‘direction’ in which we should strive to do
better” (p. 34), whereas a goal is “either achieved or not” (p. 34). That is, in
their framework, objectives are ongoing and goals are discrete. Others use these
terms somewhat differently; educators, for example, traditionally define broad
goals for their teaching and then associate more specific objectives with each
goal. The key conceptual distinctions – between ongoing and discrete aims and
between high-level pursuits and intermediate subpursuits that are meaningful
as steps on the path to a higher level pursuit – recur throughout the literature
on goals and are more important than the particular terminology chosen.

Each goal held by a patient implies a set of objectives that leads to an increased
likelihood of achieving the goal. For example, a patient who wishes to dance at
her child’s wedding has the following objectives:
� to stay alive (at least until the day after the wedding)
� to stay or become healthy (enough to be present at the wedding)
� to remain or become ambulatory (enough to dance)
� to maintain or acquire wealth (enough to travel to the wedding)
� to maintain or improve their relationship with their child and their child’s

partner
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8 Goals of medical care

Goals and objectives define what patients are striving for in their decisions. On
the other hand, constraints define how a patient is limited in his or her decisions.
Some constraints are social or economic; a patient may rule out a surgery with a
long recovery because he cannot afford to be away from work or because he has
caretaking responsibilities for a child. Other constraints are moral, and based
on what Baron and Spranca (1997) have referred to as “protected values.” For
example, the patient who wants to dance at his child’s wedding would probably
not be willing to do so at the expense of the child’s health, or an important
religious conviction, or if it meant driving an endangered species to extinction.
More recently, a large-scale telephone survey of California parents found a
subgroup who were unwilling to allow their daughters to be vaccinated against
human papilloma virus owing to moral concerns about the potential effect on
their daughters’ sexual behavior (Constantine and Jerman, 2007).

Just as patients should understand goals and objectives clearly to ensure that
their decisions are going to further their objectives, it can be important for
patients to clarify their constraints, to ensure that their decisions will not violate
them. It is equally important that physicians understand their patients’ goals
and constraints; as Dr William Cayley put it, “If we test or treat just because the
treatment or test is available, but we disregard our patients’ needs and goals, we
are not being good doctors” (2004, p. 11).

A typology of life goals

Tim Kasser and his colleagues have developed a useful typology of life goals
and a questionnaire for asking about them that they call the Aspiration Index
(Kasser, 1996; Kasser and Ryan, 1993, 1996, 2001; Grouzet et al., 2005). A recent
version of the Aspiration Index measures the relative importance of these goal
domains:
� financial success
� image
� popularity
� self-acceptance
� affiliation
� community feeling
� physical health
� spirituality
� conformity
� hedonism
� safety

On the basis of interviews with patients and community members, one of
the authors of this book developed a goal typology with a similar set of goals
(Schwartz et al., in press):
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� wealth (property and financial security)
� professional achievement (career and retirement)
� family (growing one’s own, or promoting achievements of family members)
� health and fitness
� education
� travel
� personal or spiritual fulfillment

Nearly all investigations of goals in medical decision making point to the
particular importance of family goals. Patients who have significant family goals,
such as attending their child’s wedding or being present at a grandchild’s birth,
are likely to strongly avoid medical options that may limit their ability to achieve
the goal and strongly favor options that preserve this ability. These decisions
may come at the cost of their long-term health but can reflect a consistent,
rational decision to sacrifice other opportunities to participate more fully in
their family life.

Clarifying life goals

Goal typologies provide a useful mechanism for helping patients to clarify their
goals. In a consultation to introduce significant medical decisions, a typology
can be used as a checklist to catalog the patient’s individual goals and to avoid
overlooking any important goals. In the goal clarification exercise, it is best to
keep the focus on goals, and not on the medical decisions themselves, which are
only a means to the achievement of the goals.

One way to do this might be to actually ask the patient to complete Kasser’s
Aspiration Index or a similar questionnaire and then look at the scores. Another
approach, which is both more time consuming and more rewarding, is to discuss
goals directly with the patient. For example, here’s how a goal clarification
exercise with Mrs. M. might proceed:

Doctor: Before we get into details about different treatment options, I’d like
to ask you about some of your goals, because when we’re considering
your treatment, we should do it with your goals in mind. So, let’s
think about what’s important to you, what you want to achieve in
life, ok?

Mrs. M.: OK. I know I don’t want to die young.
Doctor: You want to live as long as possible?
Mrs. M.: Well, yes, but not if it’s just surviving, if you know what I mean. I want

to be able to do things that make life worth living.
Doctor: So if you could stay healthy, you’d live as long as possible, but you

could imagine being so sick that you wouldn’t want to prolong your
life?

Mrs. M.: Yes. I’m not sure how sick I’d have to be though.
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10 Goals of medical care

Doctor: That’s OK, we don’t have to determine everything now. I’ll write
down that you have a goal of living as long as possible, but with the
constraint that you don’t want to live if you can’t do certain things,
and we’ll just leave what those things are blank for now, how about
that?

Mrs. M.: That’s fine.
Doctor: OK, let me ask you about some specific kinds of goals you might have.

First, let’s talk about family goals. I know you’re married and you have
two children. You don’t plan to have any others, I take it?

Mrs. M.: [laughing] No, I’m through with that.
Doctor: Do you still need to take care of your children?
Mrs. M.: No, my son is 30 and my daughter is 27, and they’re both doing fine

on their own. I’ve got two grandchildren from my son. My daughter’s
not married yet; she’s focusing on her job.

Doctor: So do you have any specific family goals or concerns that are important
to you now?

Mrs. M.: Well, I don’t want to do anything that would make me a hardship for
my husband or my kids.

Doctor: So you want to be sure that your family remains financially secure and
independent?

Mrs. M.: Yes, that’s important to me.
Doctor: OK, I’ll write that down.
Mrs. M.: And – this is related to that, I guess – I’d like to be able to keep working.

I’m not ready to retire; I’d be bored.
Doctor: That’s part of financial security, sure, but even if you could afford to

retire today, you’d want to be able to keep working at something, to
keep active?

Mrs. M.: Right . . .

When patients have supportive friends or family involved in their decision
making, it can be helpful to suggest that patients discuss their goals with them.
Supports can serve as advocates for patients’ goals and can help patients check
their decisions against their goals.

Using goals in decisions

One useful tool for incorporating goals into decisions is to provide the patient
with details about her alternatives and ask her to build a table of goals and
alternatives (Table 1.1). Constraints can also be included as goals; in this case,
the patient is pointing out that she has important values that would prevent her
from making some kinds of choices. The patient should then fill in the table,
showing how each alternative would or would not lead to achieving each goal
(Table 1.2).
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Table 1.1 Goals and alternatives

Alternative

Goal 1: Live
as long as
possible

Goal 2: Be
able to keep
working

Goal 3: Keep my
family financially
secure

1. Chemotherapy, surgery,
chemotherapy

2. Chemotherapy alone
3. No treatment

Table 1.2 Goals and alternatives specified

Alternative
Goal 1: Live as
long as possible

Goal 2: Be able
to keep working

Goal 3: Keep my family
financially secure

1. Chemotherapy,
surgery,
chemotherapy

Best chance for
long-term
survival, likely
live ≥5 years

Will be unable to
work for some
months

Insurance coverage
sufficient to pay for
procedure, disability
and life insurance
coverage sufficient to
provide for family

2. Chemotherapy
alone

May shrink
tumor, likely
to live 3–5
years

Will be unable to
work for some
weeks

Insurance coverage
sufficient to pay for
procedure, disability
and life insurance
coverage sufficient to
provide for family

3. No treatment Worst chance,
likely to live
≤2 years

Can immediately
resume work
until
condition
worsens

Insurance coverage
sufficient to pay for
procedure, disability
and life insurance
coverage sufficient to
provide for family

The patient should discuss the table with her physician, who should point
out any assumptions that are medically untenable (e.g., the patient may have
misunderstood or overestimated her life expectancy without treatment).

At this point, the patient can use the table as a simple decision aid; it makes
explicit the trade-offs that she must consider when choosing between alterna-
tives. If, as in goal 3 in the example above, every alternative fulfills one of the
goals equally well, the patient should be directed to focus attention on the other
goals by crossing out that goal column. If the patient has strong constraints on
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Table 1.3 Goals and best/worst outcomes table for swing weighting

Goal 1: Live as
long as possible

Goal 2: Be able to
keep working

Goal 3: Keep my family
financially secure

Best outcome Best chance for
long-term
survival, likely
to live ≥5 years

Can immediately
resume work
until condition
worsens

Insurance coverage
sufficient to pay for
procedure, disability
and life insurance
coverage sufficient to
provide for family

Worst outcome Worst chance,
likely to live
≤2 years

Will be unable to
work for some
months

Insurance coverage
sufficient to pay for
procedure, disability
and life insurance
coverage sufficient to
provide for family

her decisions, she will want to focus on those alternatives that do not violate a
constraint by crossing out those alternative rows that do.

Inevitably, trade-offs will emerge. Some alternatives will be more likely to
achieve some goals and other alternatives more likely to achieve other goals. For
example, if the patient is a composer working on her magnum opus, choosing
between Alternatives 1 and 2 may be quite difficult, as the ability to work long
enough to complete the piece may weigh heavily against taking an alternative
that will extend life but delay completion of the piece.

The patient may well be comfortable resolving the trade-off with no further
analysis of the decision at this point, particularly if the goals or alternatives are
few or the range of differences in goal achievement across alternatives is small.
Patients with more complex situations may need to gain more clarity on the
relative importance of each of their goals. One of the best procedures developed
for ranking goals by importance is called “swing weighting” (Von Winterfeldt
and Edwards, 1986) and proceeds like this:
1. For each goal, write down the best and worst possible level of achievement

within the set of alternatives available (Table 1.3).
2. The patient then imagines that they are going to suffer the worst outcome on

all of their goals (in this example, live no more than two years, be unable to
work for some months, and have sufficient insurance to keep family secure).

3. Ask the patient to imagine that he or she can choose only one goal and the
outcome on that goal will be changed from worst to best. For example, if
goal 1 is chosen, they would have five or more years of survival, be unable to
work for some months, and have sufficient insurance to keep family secure.
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Which goal would the patient choose to swing from worst to best? This goal
is marked as the patient’s most important goal.

4. The process is then repeated for each remaining goal. For example, if goal
1 was chosen as most important, the patient would then consider whether
swinging goal 2 or goal 3 from worst to best would be preferable, and this
would determine the next most important goal.

The swing weighting process requires a bit of explanation, but is preferable
to simply asking patients to list their goals in order of importance, because
it explicitly considers the likely range of goal achievement. For example, even
if the financial security of the patient’s family was her most important aim
in principle, the swing weighting procedure reveals that it should receive the
least consideration in this decision, because the choice of alternatives won’t
meaningfully influence the financial security objective.

Such simple tables only scratch the surface of decision making, but the evalu-
ation of alternatives on the basis of goals is a critically important component of
any decision. In keeping with the Voltaire’s dictate that “the perfect is the enemy
of the good” (Voltaire, 1772), patients should be encouraged to take manageable
steps toward clarifying and prioritizing their goals.

Summary

Good decisions are characterized first and foremost by good decision process –
approaches designed to increase the likelihood and degree to which important
goals are achieved. Physicians can help their patients to make better decisions
by helping their patients clarify their goals and objectives, and by pointing out
the impact that medical choices will have on their goals.

Questions for clinical practice
� How deeply has my patient considered his/her goals?
� What does my patient want out of his/her life? What’s important?
� How will treatment options impact my patient’s ability to achieve his/her

goals?
� Are there things my patient simply won’t do, out of strongly held conviction?
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2

Components of health

Introduction

Mr. D., a 55-year-old patient with diabetes, faces choices about how inten-
sively to manage his disease. To make these decisions, he needs to better
understand the health states that may face him in the future. These include
states in which his blood sugars are controlled by diet and exercise alone,
those in which oral agents are also required, those in which injections are
also required, and those which include complications such as neuropathy,
retinopathy, nephropathy, gastrointestinal motility problems, and erectile
dysfunction.

Until his diagnosis, Mr. D. didn’t think much about health – most of
the time he just felt fine. Now the need to make these choices has forced
him to think harder. Each of the health states he might face is complex and
multifaceted, and he’s having some difficulty in understanding them. He
turns to you for guidance.

Most health outcomes involve several different dimensions of health. Moreover,
not all dimensions are equally important. Here we encounter a basic paradox of
medical judgment: although only patients can truly know how much importance
to give to each dimension of health, their experience is nearly always more limited
than that of their physicians, who may have treated scores or hundreds of patients
with similar conditions and seen the results of their decisions. This chapter
discusses health dimensions and subdimensions that are commonly used to
measure quality of life, and introduces processes for patients and physicians to
identify the importance of health dimensions and evaluate the likely range of
outcomes on each dimension.

Techniques that emphasize decomposing a health state into dimensions for
evaluation are referred to as decompositional approaches to evaluation. In con-
trast, Chapter 3 discusses holistic approaches, in which the health state is con-
sidered as a unitary entity, without explicit decomposition.

17
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Dimensions of health

Most people don’t spend a lot of time thinking about the meaning of health.
For many, health is taken for granted, and noticed only in its absence – when
they are ill or injured. In effect, health is “freedom from illness.” For others,
being healthy represents a set of lifestyle choices, often centered around diet
and exercise. For some, health is a set of normal results on screening tests for
markers of risk, like blood pressure and lipid levels. Health is at once all of these
things, and yet more than any of them.

Health is, at heart, a multidimensional concept. Some of the key dimensions
of health are life expectancy, functional status, mental well-being, social well-
being, and (health-related) quality of life.

Life expectancy

Life expectancy is one of the simplest health dimensions and has historically
been the most commonly used single measure of health. For example, sur-
vival durations are a common prognostic indicator for incurable diseases like
cancer.

All other things being equal, it is nearly always better to live a longer life
than a shorter one. There are, of course, some exceptions. The phenomenon
of maximum endurable time occurs when patients indicate they can tolerate
no more than a particular time in an undesirable health state, beyond which
each additional increment of time decreases their overall utility (Sutherland
et al. 1982; Dolan 1996; Miyamoto et al. 1998; Stalmeier et al. 2001; Dolan
and Stalmeier 2003). Such patients may seek to end their own lives, or may
refrain from doing so for ethical reasons or to achieve a goal that requires their
continued existence. For example, Miyamoto et al. (1998) relate an instance of
a patient who regarded his health state as almost intolerable, but who wanted
to live at least five more years to see his son graduate from high school. Patients
suffering from depression may be particularly subject to this phenomenon.

Functional status

Another important component of health is the degree to which a patient is capa-
ble of pursuing their typical daily activities. The degree to which pain, fatigue,
and other medical complaints limit functioning is an important indicator of
their impact on the patient’s life.

Experts in aging, disability, and rehabilitation, who frequently work with
patients facing more severe functional impairments, often classify functional
status in terms of basic and instrumental activities of daily living (ADL; Katz,
Ford et al. 1963). Basic ADLs include the degree of ease with which people can
do such activities as:
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� feed themselves
� bathe themselves
� dress and groom themselves
� use the toilet themselves
� control their bladder and bowel
� transfer in and out of bed or a chair

Instrumental ADLs (Lawton and Brody 1969) focus on the degree of ease
with which people can perform higher level tasks such as:
� shopping
� cooking or preparing food
� talking a walk or using public transit
� making a telephone call
� taking medicines
� housekeeping
� laundry
� managing money

Functional status can be measured objectively, but selecting the functions to
assess can be a highly subjective and individualistic choice. Patients who have
high functioning on the standard basic and instrumental ADLs often evaluate
their health with reference to fitness activities or functional capabilities that go
well beyond the minima. For example, a patient who lifts weights may consider
the amount of weight they can bench press or leg lift to be an important measure
of their functional status; a runner may seek to be capable of completing a
marathon.

Mental well-being

Mental well-being represents another important dimension of health. One com-
ponent of mental well-being is cognitive functioning; confusion, memory loss,
and dementia are examples of impaired cognitive functioning.

A second component is emotional tone. People generally prefer to feel happy,
safe, calm, and confident. Pessimism, depression, insecurity, and anxiety result
in significantly reduced well-being.

Social well-being

People function in groups, and the presence or absence of positive social interac-
tions and relationships is a dimension of health that has received some attention.
In particular, social support has been found to be an important determinant
of overall health, both because it is rewarding in itself and because it increases
the likelihood that a patient facing difficult medical treatments will be able to
persist with them (Gallant 2003; Mookadam and Arthur 2004).
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Quality of life

“Health-related quality of life,” as used here, refers specifically to a person’s
subjective impression of their life as it relates to their health. A definition that
has been cited elsewhere is: “Those attributes valued by patients, including: their
resultant comfort or sense of well-being; the extent to which they were able
to maintain reasonable physical, emotional, and intellectual function; and the
degree to which they retain their ability to participate in valued activities within
the family, in the workplace, and in the community” (Wenger and Furberg 1990,
p. 335).

The key element in this definition is valued by patients. Two people with
similar levels of life expectancy, functioning, and mental and social well-being
may nevertheless evaluate their quality of life differently. In part, this reflects
differences in life goals, as discussed in Chapter 1.

Using the dimensions

The multiple dimensions of health provide a powerful vocabulary for patients
and physicians to communicate, particularly around questions of treatment and
prognosis. Providing patients with more detailed and nuanced descriptions of
potential future health states may guide them in their decisions about treatments
or their expectations for their future medical needs.1 Physicians can also use
health dimensions to encourage their patients to inform them about preferences
and priorities in health care decision making.

Taking complete advantage of the multidimensionality of health to categorize
and compare health states requires several steps. Key dimensions and the range
of potential outcomes on these dimensions must be identified. In many cases, the
dimensions must be prioritized or otherwise given importance ratings. Finally,
the health outcomes on each dimension must be evaluated and considered in
light of the importance of the dimension.

Throughout this process, the patient and the physician have complementary
roles. Patients know themselves, their goals and values, and their context, better
than anyone else. Their unique contribution is to communicate their values
and remain true to them in selecting alternatives. Physicians have both medical
knowledge and a deep experience with the decisions and outcomes of other
patients, who, although never identical as individuals, may have experienced
similar medical choices and outcomes from which useful generalizations can
be drawn. The unique contributions of physicians are to communicate their

1 At the same time, of course, providing too many details can be overwhelming. Chapter 3 considers
approaches to health state evaluation that focus on health states as a whole rather than as a sum
of parts.
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medical knowledge to educate their patients and to use their generalized expe-
riences to orient patients to common features of the decisions.

Identifying the relevant dimensions

For many health decisions, it is clear to the physician which dimensions of
health are likely to be affected by the decision and thus relevant to the patient.
For example, in the treatment of carpal tunnel syndrome, life expectancy is not
a relevant dimension, whereas functional status is a highly relevant dimension
on which to consider alternative treatments. In the treatment of lung cancer, on
the other hand, life expectancy is highly relevant.

Quality of life holds a special place among dimensions of health. Arguably,
quality of life is always a relevant dimension because it encompasses those aspects
of the experience of an outcome that are personal to the patient. Even if a patient
considers all of his or her alternatives equivalent in their impact on quality of
life, it is only the patient who has the necessary insight to make this judg-
ment.

For Mr. D., who has diabetes, functional status, quality of life, and life
expectancy are likely to be important dimensions to consider when evaluat-
ing treatments and behaviors that may help or impede control over the disease
and its progression. Because diabetes has such a wide range of potentially seri-
ous sequelae, many dimensions may come into play. In most cases, treatments
focuses on improving all of the dimensions at once. In some cases, however,
treatments may require a trade-off in one dimension to benefit another; foot
amputation is a classic example of such a trade-off (between functional status
and life expectancy, with quality-of-life impacts either way).

Identifying the range of outcomes

As discussed in Chapter 1 with reference to goals, it is generally not helpful to
take positions that favor one dimension of health over another in the abstract;
it is important to consider the range of possible variation in outcomes on each
dimension. When a dimension has no variation at all across treatments, it is
completely irrelevant to decision making (as in the example of life expectancy
for carpal tunnel syndrome treatment), although it may be relevant to guiding
patient expectations. For example, if hospice care and hospital care for a partic-
ular disease near the end of life does not affect life expectancy, life expectancy
should not be a factor in the decision, but the patient should nevertheless under-
stand his or her remaining life expectancy (under any choice).

Dimensions with considerable variation in outcomes across treatments are
good candidates for careful thought. Their impact is likely to be noticeable.
Considering each of the basic health dimensions in turn, a patient or physician
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can ask, “How much do the potential treatments differentially impact this
dimension?”

For Mr. D., quality of life is likely to have a wide range of outcomes depending
on his treatment and his preferences. For example, if he finds monitoring of his
glucose levels aversive and inconvenient, his quality of life could be substantially
impacted by whether he must monitor more frequently (or experience more
frequent episodes of low blood sugar). His monitoring frequency might range
from twice daily to seven times daily, depending on the intensity of treatment
he selects. Functional status may vary significantly if more intense management
strategies result in more frequent hypoglycemic episodes. Mental well-being and
life expectancy are likely to vary as well, although perhaps not as much given the
treatment choices he is facing at this point; if he later experiences nephropathy
and faces decisions about dialysis and transplant, these dimensions are likely to
take on much greater importance. Social well-being is unlikely to vary much
across the range of treatments that Mr. D. is considering; they will not greatly
impede his ability to function socially in most cases or change his level of social
support. Unless, of course, he is a candy salesman, a chef, a sommelier, or a
gourmand.

Rating the importance of health dimensions

Once the relevant dimensions and the potential outcome variation on each
across alternatives have been identified, the patient can provide insight into
the relative importance of the dimensions. This may take the form of a swing-
weighting procedure (as discussed in Chapter 1) to put the dimensions in order,
possibly followed by some rating of the relative importance of each dimension.

On the basis of the likely ranges of outcomes for each dimension, Mr. D. might
prioritize quality of life as his more important dimension, followed by functional
status, mental well-being, and life expectancy. As discussed, he might consider
social well-being as sufficiently invariable to drop it from his evaluation; he
would certainly assign it a low importance in this decision.

Combining dimension importance with dimension outcomes

The final step involves comparing or combining the outcomes of each alternative
on each dimension, with greater weight being given to the more important
dimensions. This can take the form of tables of the sort illustrated in Chapter
1, but substituting dimensions of health for goals. The principle is that the
decision maker seeks to compare the alternatives with a single goal of choosing
the one that results in the best health, but with the knowledge that “health”
covers several different attributes, some of which may be in conflict.

Another common approach involves assigning numerical importance weights
to dimensions and numerical values to outcomes on each dimension for each
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alternative and then combining the weights and values to yield a single overall
health score for the outcome. The classical approach to the combination is
referred to as multiattribute utility theory (Keeney and Raiffa 1976), and involves
multiplying importance weights by dimension values and summing them up
across the dimensions.2

For example, imagine that Mr. D. assigns an importance (on a 1–10 scale) of
5 to mental well-being, 8 to functional status, and 10 to quality of life. When
Mr. D. evaluates an outcome that he rates (on a 0–100 scale) as having mental
well-being of 100, functional status of 90, and quality of life of 80, the overall
evaluation of the state would be (5 × 100) + (8 × 90) + (10 × 80) = 2020.
Another outcome, with mental well-being of 70, functional status of 90, and
quality of life of 100, would have an overall score of (5 × 70) + (8 × 90) + (10
× 100) = 2070 and should be preferred to the first alternative.

As this example suggests, when the goal is simply to compare health states
within a decision, the scales on which importance weights and outcomes (on
each dimension) are rated are arbitrary. As long as the same scales are used
consistently for each health state to be evaluated, the preference order for the
health states will not change.

The example also illustrates an advantage of decompositional evaluation of
health states. If Mr. D. chooses the second treatment alternative, he and his
physician are forewarned that it may result in lower mental well-being than
other treatment choices. His physician might choose to incorporate depression
screening into future visits, and Mr. D. might be specifically directed to be alert
to signs of emotional distress and report them to his physician.

Measurement tools

Several methods have been developed for implementing multiattribute util-
ity theory in practice. They differ in such details as the rating scales used for
importance weights or outcome values or the methods by which such ratings
are obtained or inferred. One broad class of methods involves the use of stan-
dardized quality of health questionnaires that measure different components
of health and provide a scoring system for combining the component ratings
into a small number of overall health scores. Another class of methods involves
individualized elicitation, evaluation, and combination of dimensions. Two of
the best known approaches in this group of methods, the Analytic Hierarchy
Process (AHP) and the Simple Multi-Attribute Rating Technique Exploiting

2 Keeney and Raiffa’s (1976) approach to assigning dimension values requires difficult comparisons
between pairs of options, but this is not necessary to illustrate the practice of combining impor-
tance weights and dimension values, and more recent approaches use other methods to elicit or
infer dimension values.
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Ranks (SMARTER), amply illustrate this approach. Any of these methods may
be effectively adapted for use with patients.

Quality of health questionnaires

A variety of questionnaires have been developed to help measure dimensions of
health in the general public, as well as disease-specific health states in patients.
They can be classified broadly as “preference-based” and “non-preference-
based” tools; the former focus on quality of life measurement, and the latter on
functional status or well-being measurement. Measurement of life expectancy
is usually the purview of epidemiological studies.

Preference-based indexes are created by having a representative (largely
healthy) sample of the community assess utilities for a variety of attributes of
other peoples’ health states. Once community-based utilities have been assigned
to the attributes, a patient’s health-related quality of life can be computed by
mapping the patient’s health state in terms of the instrument’s attributes. Three
popular preference-based indexes are the Health Utilities Index (HUI; Feeny
et al. 1995), the EuroQOL EQ-5D (Kind 1996), and the Quality of Well-Being
scale (QWB; Kaplan et al. 1976). Preference-based indexes are easy for patients
to do and relatively inexpensive. The HUI, EQ-5D, and QWB are generic health
measurement scales; unlike disease-specific instruments, their values can be
used for comparisons across different diseases and their outcomes (Patrick and
Deyo 1989); on the other hand, they may not be as sensitive to small changes in
health associated with particular diseases.

Generic health measurement scales can, of course, also be used within a
particular disease. For example, a 2004 study reported that HUI scores were
lower for individuals who had had diabetes for a longer period and for those
whose diabetes required management with insulin compared to diet alone. More
severe cases of diabetes were reflected by lower scores on the attributes associated
with ambulation, dexterity, and pain (Maddigan et al. 2004).

Non-preference-based indexes measure functional status. The most com-
monly used non-preference-based scales are forms of the Medical Outcome
Study SF-36, SF-12, and SF-8 (Ware and Sherbourne 1992; Ware et al. 1993;
Keller et al. 1996; Ware et al. 2001) These scales are in wide use as an outcomes
measure. The SF-36 and its variations are also generic instruments that can
be used for different diseases. They provide eight different functional status
scales (physical functioning, role–physical, bodily pain, general health, vitality,
social functioning, role–emotional, and mental health), which can be combined
into a physical component summary score and a mental component summary
score. There are also related instruments available for children ages 5 to 18
years, including the SF-10 for children and the more extensive Child Health
Questionnaire PF-50 and PF-28.
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An example of the use of a non-preference-based index in diabetes was pro-
vided by Siddique et al. (2002). In a study of 483 patients with diabetes and 422
without, they found that SF-12 scores were similar for diabetic and nondiabetic
patients when patients did not have gastrointestinal complaints, but that dia-
betic patients with upper GI symptoms reported significantly lower physical and
mental component scores owing to early satiety and nausea. The authors con-
cluded that the importance of monitoring gastrointestinal function in diabetics
should not be overlooked.

The Beaver Dam Health Outcomes Study (Fryback et al. 1993) examined
the relationship between these types of measures in an ongoing longitudinal
cohort study that has followed over 1 300 adults. Participants in the Beaver
Dam study completed the SF-36 and the QWB, among other measures. The
authors reported that they could transform SF-36 scores into QWB scores with
some success (Fryback et al. 1997). The study was conducted in a small township
in a largely agricultural area of the United States with a population of whom
over 99% were white, so it is unclear how well the results generalize to more
diverse urban or international populations. However, Brazier et al. have also
had some success translating SF-36 and SF-12 scores into preference-based
measures, using a more representative UK sample (Brazier et al. 2002; Brazier
and Roberts 2004).

Questionnaires offer the advantages of standardization and ease of admin-
istration. Although they provide a sufficiently rich set of dimensions to enable
most patients to adequately express their perceptions of the value of health states,
they do assume a “one-size-fits-all” model of dimensions. In addition, their ease
of administration must be weighed against the possibility that patients com-
pleting questionnaires may give less full consideration to their own ideas of the
meaning of health and values associated with components of health than they
would if they undertook one of the more time-consuming procedures discussed
below.

Analytic hierarchy process

The AHP (Saaty 1980; Dolan et al. 1989; Saaty and Vargas 2001) begins evaluat-
ing alternatives by breaking the decision goal down into a hierarchy of relevant
dimensions. For example, if the goal is to best manage diabetes, the general
dimensions might be maximize life expectancy, maximize functional status,
and minimize treatment side effects. Dimensions may be further divided into
subdimensions to form a hierarchy; for example, functional status might be
subdivided into mobility and pain.

Next, each of the dimensions at a particular level of the hierarchy is com-
pared with each other dimension at the same level with respect to how well it
achieves the criterion at the level above. For example, mobility and pain are
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Table 2.1 Matrix of attribute comparisons for AHP

Life Functional Minimize
expectancy status side effects

Life expectancy 1 1/2 5
Functional status 2 1 6
Minimize side effects 1/5 1/6 1

compared with respect to their importance on functional status, and life
expectancy, functional status, and side effects are compared (in pairs) with
respect to their importance on managing diabetes. These comparisons are usu-
ally based on a 1-to-9 scale, where 1 indicates equal importance, and 9 indicates
that one is absolutely more important than the other. The results are repre-
sented in a matrix of the sort displayed in Table 2.1 (the fractional entries are
simply the reciprocals of the entries on the other side of the main diagonal).
In Table 2.1, functional status is slightly more important than life expectancy,
and both life expectancy and functional status are considerably more important
than minimizing side effects.

Similar tables are constructed comparing (again, by pairs) each decision
alternative with each other alternative, with respect to each of the dimen-
sions. On the basis of these tables, weights associated with each dimension
and each alternative’s value on each dimension are computed by a complex
mathematical process and are then combined to produce an overall score for
each alternative. The computations required are greatly simplified by using soft-
ware designed for AHP evaluations, such as Expert Choice 11 (Expert Choice
2004).

One advantage of AHP is that it also produces a measure of judgmental
consistency for the evaluations that can be used to discover judgments that
may require greater thinking by the patient. For example, if life expectancy is
judged to be more important than functional status, functional status is judged
to be more important than side effects, and side effects are judged to be more
important than life expectancy, it may indicate that the patient is confused about
their preferences or misunderstands the method.

SMARTER

The SMARTER (Edwards and Barron 1994) approach to multiattribute util-
ity evaluation is designed to simplify the difficult calculation of importance
weights for health dimensions. The decision maker simply determines the order
of importance of the dimensions using the swing weighting procedure described
in Chapter 1 and then assigns a fixed set of weights to the dimensions in order.
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Table 2.2 SMARTER dimension weights

Number of dimensions

Rank 2 3 4 5 6 7 8 9

1 .750 .611 .521 .457 .408 .370 .340 .314
2 .250 .278 .271 .257 .242 .228 .215 .203
3 .111 .146 .157 .158 .156 .152 .148
4 .063 .090 .103 .109 .111 .111
5 .040 .061 .073 .079 .083
6 .028 .044 .054 .061
7 .020 .034 .042
8 .016 .026
9 .012

Based on Table 2 from Edwards and Barron (1994).

The weights used are shown in Table 2.2.3 For example, if the decision is based
on three dimensions, functional status (most important), life expectancy (next
most important), and side effects (least important), the dimensions are given
weights of .611, .278, and .111, respectively.

As in other multiattribute utility methods, the overall score for an outcome is
computed by multiplying the outcome’s value on each dimension (often simply
a rating on any convenient rating scale) by the dimension’s weight and adding
up the products.

Summary

Health states are multidimensional, and individuals are likely to consider some
dimensions more important than others. Decompositional techniques for eval-
uating health states emphasize clarifying the relevant dimensions, determining
their relative importance to the patient, evaluating the health state on each
dimension, and then combining the per-dimension valuations with the dimen-
sion importance to yield an overall evaluation of the health state. Several tech-
niques have been developed to facilitate this process. In many cases, however,
the process of evaluation may be more important for patients than the actual
method applied. A patient’s careful and thorough reflection on the meaning of

3 The SMARTER weights are technically called “rank order centroid (ROC) weights.” Of all the
possible distributions of weights to the ordered dimensions, the ROC weights are those that
statistically have the smallest average deviations from the true (but unknown) distribution. ROC
weights should not be confused with receiver operating characteristic curves (also abbreviated
ROC), which are discussed in Chapter 10.
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health, the importance of different dimensions of health, and the differential
impact of medical decisions on health dimensions may lead him or her to a
better understanding of the relationship between health and his or her other
life goals and may result in greater contentment and less anxiety with decisions
taken.

Questions for clinical practice
� Which dimensions of health are most important to my patient?
� How fully has my patient considered these dimensions?
� How do treatment alternatives differ in their impact on each dimension?



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: Yet To Come

CUUK161-03 CUUK161-Schwartz-v2 ISBN: 9780521697699 April 7, 2008 19:51

3

The overall health state

Introduction

Mr. D., your 55-year-old patient with diabetes, has more questions. He’s
considered several of his potential future health states by reviewing how they
would impact him across several dimensions of health, but he’s reluctant to
limit himself to those dimensions. “What if there’s something I’ve forgotten?”
he asks, “Or what if the impact of pain is different when I’m also less mobile?
Could we consider each of the health states as a whole instead?”

Chapter 2 considered health as a multidimensional construct and approaches to
evaluating health states on an dimension-by-dimension basis. Another way to
evaluate health states is to take a holistic approach, and consider the implications
of how the health state will be experienced as a whole.

A holistic approach is natural when a decision has to be made between two
sure or nearly sure things that differ primarily based on personal tastes. For
example, a woman’s decision to have epidural analgesia, an IV narcotic, or
no analgesia during labor is likely to be made based on holistic evaluation
of the expected experience. Although the holistic evaluation will surely entail
an implicit consideration of several dimensions that are personally important
to the woman, which might include pain, mobility, safety of the newborn,
recommendations of others, and so on, she is unlikely to explicitly decompose
the health states into such dimensions, assign them importance weights, and
evaluate her options on a dimension-by-dimension basis.

Describing health states

Patients evaluating health states holistically need to have a good understanding
of the experience of the health state. For patients evaluating their current health,
this can usually be assumed, but when patients are asked to think about health
states they have not experienced, an adequate description of the states becomes
crucial.

29
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One approach to providing good health state descriptions is to take advantage
of knowledge about multidimensionality of health (Chapter 2) and describe
health states in terms of as many dimensions as possible. For example, one
might describe a state in terms of how much pain would be experienced, what
activities of daily living would be impaired or need modification, how it will be
experienced emotionally, and so on.

Another approach involves allowing the patient to hear from others who are
(or have been) in the health state, either through interaction with an individ-
ual or group or through presentation of narratives, audio interviews, or video
presentations by other patients. This approach has been used effectively by the
Foundation for Informed Decision Making in their decision support materials;
a patient making a decision about breast cancer treatment and evaluating their
expected health state post-mastectomy might be better informed by hearing
other women who have had mastectomies discuss their lives since the procedure.

One health state that’s often important, but surprisingly difficult, to describe
is perfect health. As discussed below, perfect health is often used as the metric
against which to compare other health states. However, there is no standard
definition of perfect health. Some characterize it as “the best health you can
imagine anyone experiencing” or speak in terms of complete physical, mental,
and emotional well-being. Perfect health is not, however, simple absence of
disease. Research in holistic health evaluation has found that people treat perfect
health states and merely disease-free states differently, (appropriately) ascribing
lower values to disease states when compared with perfect health than when
compared with being disease free (Fryback and Lawrence, 1997; King Jr, Styn,
and Tsevat, 2003).

Evaluating health states

Several methods have been developed for the measurement of value or pref-
erence for health states considered holistically. The most commonly used in
research and consultation for individual decision making are the rating scale,
time trade-off, and standard gamble methods.1

Rating scales

Rating scale approaches have a long history in decision making. In medical
decision making, they usually take the form of either category rating scales or
visual analog scales.

1 Other methods, such as contingent valuation/willingness to pay are more commonly used in
making health policy decisions; these methods are discussed in Chapter 12.
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Table 3.1 Rating scale utility assessment for a diabetic patient

Mr. D. is asked to think about his health with diabetes and to provide a rating on a
scale from 0 to 100, in which 0 represents death and 100 represents perfect health.
Mr. D. responds that he’d give his diabetes a rating of 70. His utility for diabetes by
this method is 70.

Category rating scales are the simplest way to measure a patient’s value for
a health state. The patient is simply asked to assign the health state a number,
conventionally between 0, which represents death, and 100, which represents
perfect health. For example, a patient might consider blindness to have a value
of 50. Theoretically, a state worse than death could be represented by a negative
number.2 Table 3.1 illustrates the process for Mr. D.

A visual analog scale presents a patient with a line, anchored at one end by
“Death” and at the other by “Perfect Health,” as shown in Figure 3.1. A patient
evaluating two potential health states A and B does do by marking where on
the line (and therefore on the continuum of health between death and perfect
health) the two states lie. In the figure, state A is considered by the patient to be
about halfway between death and perfect health, while state B is considerably
healthier. With the addition of the usually uncontroversial assumption that
people prefer to be healthier than less healthy, the result is an evaluation of
which health states are preferred to others and by how much. Numbers can be
assigned to a health state by measuring the distance from “Death” to the state’s
mark on the line with a ruler and dividing it by the total length of the line. For
example, if the line is 3 inches (7.6 cm) long, and mark A is 1.5 inches (3.8 cm)
from Death, then state A has a value of 0.50 (1.5/3). For convenience, these
fractions are usually treated as percentages, making a scale from 0 (Death) to
100 (Perfect Health), with state A having a value of 50. Some feel that visual
analog scales are easier for patients than category ratings and are more likely to

Figure 3.1 Visual analog scale for health states.

2 In practice, it is often assumed that a patient who recognizes that she will spend the rest of her
life in a state worse than death will prefer death and will act on that preference. However, it is
possible that the patient will be incapable of ending her life or restrained by ethical, religious, or
other reasons from doing so. Moreover, it is possible that a patient could experience the worse-
than-death health state for a limited duration.
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result in a consistent ordering of states by preference, because the states are all
marked on the same line.

Rating scales are fast and easy for patients to understand; it’s not surprising
that they are the basis of nearly all of the decompositional approaches and
indexes of health discussed in Chapter 2. Visual analog scales are also an excellent
way to help a patient describe the order of her or his preferences for different
health states. Unfortunately, the rating scale values themselves can be hard to
interpret for several reasons.

First, the rating scale is arbitrary. When a patient indicates that blindness
should receive a value of 50, there is no behavioral interpretation for that value –
it means nothing beyond “a rating of 50.”

In addition, ratings are highly context dependent. The range and spacing of
the set of health states that the patient is asked to evaluate systematically affect
the rating of states (but not the order of the states), particularly those that fall
near the middle of the patient’s ordered list of states (Parducci, 1965; Parducci
and Perrett, 1971; Cooke and Mellers, 1998).

Finally, it’s difficult to compare ratings across people. Although that wouldn’t
seem to be an important problem in an individual clinical decision, a physician
who is asked to provide his experiences with how other patients consider a
health state would have difficulty doing so by giving ratings without providing
information on how each of the other patients he’s worked with approached
the rating scale.

Time trade-off

In the time trade-off method, patients are told their natural life expectancy and
asked to imagine that they will spend the rest of their lives in some imperfect
health state and to consider what that would be like. They are then asked to
imagine that a new treatment has become available that can restore them to
perfect health but will shorten their life by a given amount. Would they take the
treatment (Torrance, Thomas, and Sackett, 1972)?

If the patient indicates that they would take the treatment (accept a shorter
life for perfect health), the process is repeated with an even shorter length of life
offered; if he indicates that he would not take the treatment (he would prefer a
longer life with imperfect health), the process is repeated with a longer length
of life in perfect health offered.

The repetitions continue until the patient is indifferent between the proposed
shorter lifetime with perfect health and their full life with imperfect health. At
that point, the duration in perfect health is divided by the duration in imperfect
health, and the percentage obtained is used as the utility for the health state.
That is, a health state for which a full life is considered equivalent to a life 80%
as long but in perfect health is assigned a utility of 80. The complete process is
illustrated for Mr. D. in Table 3.2.
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Table 3.2 Time trade-off utility assessment for a diabetic patient

Mr. D. is told that his natural life expectancy is 79 years, so he can expect to live 24
more years. He is asked to imagine living 24 years with diabetes (in his current health
state). He is then given a choice between 24 years with diabetes or 12 years in perfect
health, followed by death.

Mr. D. prefers 24 years with diabetes. He is then offered a choice between 24 years with
diabetes and 23 years in perfect health, and he prefers 23 years in perfect health. He is
offered a choice between 24 years with diabetes and 20 years in perfect health, and he
prefers 24 years with diabetes.

Mr. D. is offered a choice between 24 years with diabetes and 22 years in perfect health,
and he is indifferent between them; he finds it very difficult to say which he would
prefer. His utility for diabetes is calculated as 22/24 = 91.7.

The time trade-off method is more time consuming than rating scales, and
a bit more difficult to understand, because it involves a series of choices that
require some careful consideration. It has the advantage of providing utilities
that are easily understood and comparable across people, because the utility is
simply the proportion of life in the better health state that a person considers
equivalent to their life expectancy in the worse health state. That is, it is an
inherently behavioral measure – it measures willingness to give up life-years.
Moreover, it bears a superficial resemblance to the impact of many actual medical
decisions, in which quality of life may be improved at the expense of length of
life or vice versa.

In addition to being more cumbersome to perform, time trade-off assess-
ments have an additional difficulty. Research suggests that some people are
unwilling to trade off any amount of life because they find the idea morally
repugnant. This may stem from a religious conviction that God has granted
them a particular term of life and it would be sacrilegious to tamper with God’s
order (although most such patients are nevertheless willing to consider life-
extending treatments near the end of life). In such cases, some researchers use
a “two-person” variation of the time trade-off assessment in which the patient
is asked to consider two similar people, one of whom will live a certain number
of years in an impaired health state and the other of whom will live a shorter
time in perfect health. The patient indicates which of the two people he would
prefer to be (or which person he thinks will have a better life) and the iterative
process continues as in the regular time trade-off assessment.

The standard gamble

In the standard gamble method, patients are asked to imagine that a new treat-
ment (a “magic pill” in some variations) has become available that can restore



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: Yet To Come

CUUK161-03 CUUK161-Schwartz-v2 ISBN: 9780521697699 April 7, 2008 19:51

34 Valuing health

Table 3.3 Standard gamble utility assessment for a diabetic patient

Mr. D. is ask to imagine a treatment that leads to perfect health in 90% of patients and
death in 10%. Would he take the treatment?

Mr. D. prefers diabetes to the 90/10 treatment. He is then offered a choice between his
current health and a treatment with a 95% chance of perfect health and 5% chance
of death, and he prefers the treatment. He is offered a choice between his current
health and a treatment with a 93% chance of perfect health and a 7% chance of
death, and he prefers diabetes.

Mr. D. is offered a choice between his current health and a treatment with a 94%
chance of perfect health and 6% chance of death, and he is indifferent between them;
he finds it very difficult to say which he would prefer. His utility for diabetes is 94.

them to perfect health but is fatal in some patients. That is, if they take the
treatment, there is some chance that they will be restored to perfect health and
some chance that they will die, instantly and painlessly. Would they take the
treatment?

If the patient indicates that he would take the treatment (accept a risk of death
for perfect health), the process is repeated with an even greater risk of death
offered; if he indicates that he would not take the treatment (he would prefer
a certainty of life, albeit with imperfect health), the process is repeated with a
smaller risk of death offered.

The repetitions continue until the patient is indifferent between the risky
treatment and the certainty of life with imperfect health. At that point, the
probability of perfect health in the risky treatment is used as the utility for the
health state. That is, a health state for which certain life is considered equivalent to
a treatment offering an 80% chance of perfect health and a 20% chance of death is
assigned a utility of 80. The complete process is illustrated for Mr. D in Table 3.3.

Like the time trade-off, the standard gamble also produces a preference-based
behavioral value for a health state that is comparable across people. Utility is
the probability of perfect health that a patient would require in the gamble to
make him just willing (or indifferent) to take the risk. The standard gamble also
bears a superficial resemblance to some prototypical medical decisions, such as
elective surgery. In addition, by offering the patient choices between a certainty
and a risky proposition, responses to the standard gamble implicitly incorporate
the patient’s risk attitude – some patients have a greater tolerance for risk than
others – and risk attitudes are likely to be important in actual medical decisions
as well (von Neumann and Morgenstern, 1953).3

The standard gamble has several disadvantages as well. It is both time consum-
ing and difficult to explain to patients who are not familiar with probability.

3 Risk attitude is discussed in more detail in Chapter 5.
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Some patients associate the risky option with gambling and are unwilling to
select it because of moral or religious convictions against gambling or against
gambling with life and death (in these cases, a “two-person” variation analogous
to the one described for the time trade-off assessment is often feasible).

In addition, for some health conditions, a gamble involving death seems
too “high stakes” to be reasonable to patients. For example, a patient might
not be willing to accept any risk of death to avoid carpal tunnel syndrome,
but this should not be interpreted to mean that carpal tunnel syndrome is as
good as perfect health. For such health states, some researchers use a “chained
standard gamble” procedure, in which the patient first evaluates carpal tunnel
syndrome against a gamble with a probability of perfect health and a probability
of some health state worse than carpal tunnel syndrome but better than death
(e.g., deafness). Then the patient evaluates deafness using the ordinary standard
gamble (perfect health vs. death), and the utility for carpal tunnel syndrome can
be computed from the responses to the pair of gambles.4 Although the chained
standard gamble produces systematically different utilities than the classical
standard gamble (Stalmeier, 2002), this may not be an important concern when
focusing on decision making by an individual patient.

Comparing the methods

Each of the methods has generally been found to be statistically reliable, in
two senses. First, when people repeat a method with the same health state,
they usually produce similar utilities or ratings; this is referred to as “intrarater
reliability.” Second, when people repeat an assessment a short period of time
later (e.g., a week later), they usually produce similar utilities or ratings; this is
referred to as “test–retest reliability.” Naturally, when people repeat assessments
much later, their utilities may change, because their preferences and perceptions
will change over time (Froberg and Kane, 1989).

As these examples illustrate, assessing the same health state for the same
patient often produces different utilities depending on the method chosen. In
most cases, the rating scale methods result in lower utilities than the preference-
based methods, because rating scales do not require patients to express their
value behaviorally – to indicate what they would sacrifice to be relieved of a
health state. In many instances, utilities assessed with the standard gamble are

4 For the mathematically inclined, the utility for a health state evaluated in a chained standard
gamble using deafness as the intermediate state is 1 minus the product of the probability of
death and the probability of deafness at the indifference points in each gamble. For example, if
the patient is indifferent between carpal tunnel syndrome and a gamble with a 30% chance of
deafness (70% chance of perfect health) and is indifferent between deafness and a gamble with a
40% chance of death (60% chance of perfect health), then the utility of carpal tunnel syndrome
is 1 – (0.30 × 0.40) = 1 – 0.12 = 0.88 (or, on a 0–100 scale, 88). Put another way, 88 is 70% of the
way from a utility of 60 (deafness) to a utility of 100 (perfect health).



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: Yet To Come

CUUK161-03 CUUK161-Schwartz-v2 ISBN: 9780521697699 April 7, 2008 19:51

36 Valuing health

(slightly) higher than those assessed with the time trade-off method, probably
owing to either risk aversion or the finality of the “death” outcome.

As discussed, the methods also differ in how much time is required to complete
them, how difficult they are to understand, and the tools available to facilitate
self-assessment by patients (Kramer et al., 2005). Rating scales lend themselves
naturally to self-administered pencil-and-paper surveys, whereas approaches
like the standard gamble or time trade-off that involve a sequence of choices are
more difficult to administer in this fashion. One increasingly common method
for self-administration of such assessments involves a computer-guided set of
choices. The Impact 3 Survey Generator program, for example, allows decision
scientists or clinicians to develop computer-guided utility assessments using
any of the techniques of this chapter (Lenert, 2007).

In the end, the choice of a method for holistic health state evaluation should be
based on the needs of the clinician and the patient. When the decision demands
no more than knowledge about the relative order of the patient’s preferences for
possible health states, rating scale methods are simple and appropriate. When a
patient is capable of taking advantage of quantitative differences in preferences
between the states, either the time trade-off or standard gamble may be more
appropriate; the choice between them should depend on which the patient is
willing to perform and which the patient finds easier or more relevant to the
decision they face.

The prediction problem

A major problem in all preference or utility assessment, particularly holistic
assessments that require the visualization of a health state in its entirety, is that
people must often be asked to assess their preferences for health states that they
have not yet experienced. That is, they must predict how they will feel about
future health states that may arise as a result of their decisions.

Unfortunately, people are generally poor predictors of future experiences for
several reasons.

Predictions about acute experiences

For acute states, people will experience the state for a short period, but they
will experience the memory of the state for the rest of their lives, and it is the
memory of the state that will be used in making future decisions. This would
pose no problem if memory was always veridical, but several striking studies by
Kahneman and colleagues suggest systematic biases in the memory of unpleasant
experiences that can affect decision making.

In one experiment, people submersed one arm for 60 seconds in very cold
(14◦C, about 57◦F) water, and the other arm for 90 seconds in water that was
held at 14◦C for 60 seconds and then gradually raised to 15◦C (about 60◦F – still
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very cold) for the last 30 seconds. The subjects did not know how long either
arm had been submersed. They were then asked which of the two experiences
were less unpleasant and which they would like to repeat. Of those subjects who
noticed a difference between the two experiences, most preferred the longer
immersion – more overall discomfort, but with a slightly less uncomfortable
ending (Kahneman et al., 1993).

In another study, patients undergoing colonoscopy provided minute-by-
minute ratings of the discomfort of the procedure as they were undergoing
it. After the procedure, and one month later, they provided an overall rating of
discomfort. Procedures varied considerably in length (from 4 to 69 minutes),
but overall ratings had no relation to the length of the procedure. Instead, rat-
ings were related to two “snapshots” in memory: the peak discomfort the patient
experienced during the procedure and the discomfort the patient experienced
at the end of the procedure (Redelmeier and Kahneman, 1996). This “peak and
end rule” implies that it is possible to improve such experiences as colonoscopy
by extending them – for example, by leaving the scope inserted in the rectum
“unnecessarily” for a few minutes at the end of the procedure.

In fact, Redelmeier et al. (2003) tested exactly that intervention in a ran-
domized controlled trial and found that it resulted in better evaluations of the
procedure and increased likelihood of repeat screening. Although few people
would voluntarily agree in advance to making an uncomfortable procedure
longer, this remarkable result suggests that doing so – taking advantage of the
way our memory functions – could be a smart decision.

Predictions about chronic states

In a much-cited study, Brickman, Coates, and Janoff-Bulman (1978) reported
measures of well-being from two groups of people: those who had newly won
large sums of money in lottery jackpots and those who had newly become
paraplegic as a result of car accidents. Immediately after their experiences, the
two groups reported vastly different levels of well-being: the lottery winners
were exuberant, and the accident victims depressed. A year later, however, the
well-being of the two groups both approached that of control subjects. Two
processes were responsible for this result: contrast and adaptation.

“Contrast effects” refer to the impact of our previous state on our current
state. Someone who is very happy yesterday and sad today experiences the
sadness more acutely than someone who was not particularly happy the day
before owing to the contrast between the states. Aristotle, in Poetics, argues
that the protagonist of a tragedy should be “one who is highly renowned and
prosperous” (Butcher, 1911); the ruin of such a personage is felt more strongly
due to the contrast. Lottery winners find that subsequent events in their lives,
judged in comparison with the experience of winning a jackpot, lack frisson.
Paraplegics, on the other hand, find that subsequent events in their lives, judged
in comparison with losing their ability to walk, represent significant victories.
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Adaptation is the other great force in ongoing experiences and chronic states,
and people regularly underestimate the human capacity for adaptation. Our
psyches seem to have a certain homeostasis about them; although the initiation
of a pleasant or unpleasant experience is extremely salient and strongly felt, as
the experience persists over time we soon grow accustomed to it and it carries
much less influence on our daily assessment of well-being.

A regularly reported finding in large-scale studies of utilities for commonly
understood disabilities is that respondents without a disability rate the utility
of life with the disability significantly lower than respondents who actually live
with the disability; blindness, for example, appears much worse to the sighted or
newly blind than to those who have lived without sight for some time (De Wit,
Busschback, and De Charro, 2000)

Several recent studies illustrate the power of adaptation. Smith et al. (2006)
found that people with colostomies gave higher time trade-off utilities to life with
a colostomy than people without colostomies. Of particular interest were a large
group of subjects who had previously had colostomies that had been reversed.
These subjects gave essentially identical utilities as those who had never had
colostomies. This suggests that it is not merely experience with a health state
that impacts valuation, but current experience – that is, having adapted to the
health state and not to another.

Damschroder, Zikmund-Fisher, and Ubel (2005) reported an adaptation
exercise that was successful in reducing the discrepancy between utilities assessed
by those who had not experienced paraplegia and those who had. Their exercise
asked respondents to think back on an emotionally difficult experience in the
past 6 months. It then stated: “Immediately after this emotionally difficult expe-
rience, you probably felt pretty awful. But think about how you felt 6 months
after the event.” Subjects were then asked to make two comparisons between
their current feelings about the experience and how they thought they would
feel immediately after the experience. Finally, subjects were asked if they thought
the experience of paraplegia would become more upsetting over time, equally
upsetting, or less upsetting. Approaches of this sort that emphasize attuning
patients to their own adaptation processes seem promising. Another approach
that has received some attention is allowing patients to interact with others
who have experienced the event they are anticipating; doing so often provides
a broader focus on the event and may improve predictions of preferences for it
(Sevdalis and Harvey, 2006).

Surrogate predictions

An often tempting alternative to requiring patients to accurately predict their
evaluation of future health states is to have an agent who has more experience
with the health states provide surrogate judgments on a patient’s behalf. It
would be difficult for most patients to identify friends or relatives who happen
to be living in the set of health states that the patient needs to evaluate. On the
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other hand, clinicians who have cared for patients in all of the relevant health
states are usually available. Might clinicians be capable of taking their patients’
perspectives and providing surrogate measures of utility for them?

Although little research has investigated this question, the result of at least one
investigation has been disappointing. Elstein et al. (2004) studied 120 prostate
cancer patients and their physicians. Patients provided time trade-off utilities
for three hypothetical future states and for their own current health; physicians
provided surrogate time trade-off utilities for the hypothetical states and the
patient’s current health. As a group, physicians provided higher utility assess-
ments than those provided by patients – a result that might seem promis-
ing, particularly if patients underestimate adaptation and physicians expect it.
Unfortunately, however, although physicians were reasonably accurate in pre-
dicting the preference order in which patients would place the four health states,
there was no correlation between the utilities provided by the patient and his
or her physician within each health state.

Holistic and decompositional approaches compared

Holistic approaches have benefits and drawbacks. One major advantage of holis-
tic evaluations is that they require many fewer judgments than decompositional
approaches. Rather than requiring judgments about relevance and importance
of dimensions, evaluations of states on each dimension, and combinations of
dimension weights and dimension evaluations for each state, holistic evalua-
tions take each health state as a unit. A second advantage is that decompositional
approaches are dependent on the dimensions chosen as relevant; if there are
other relevant dimensions that are not considered, the decomposition may not
reflect the complete health state.

On the other hand, decompositional approaches may encourage deeper
reflection about the underlying dimensions of the health state and may ensure
that more relevant dimensions are intentionally incorporated into the evalua-
tion than would be used in a superficial holistic evaluation. In addition, whereas
decompositional approaches often require more judgments from patients,
the judgments they require are often simpler to understand and faster to
make.

When a decision is very important, a patient may want to try both holistic and
decompositional approaches to evaluating health states. A more time-efficient
hybrid procedure is to take advantage of the best of both approaches: decompose
the health state into dimensions to identify key dimensions and then, with those
dimensions in mind, evaluate health states holistically. For example, here’s how
an evaluation with Mr. D might proceed:

Doctor: One of the things that sometimes happens to people with diabetes is
digestion problems. It could get hard to eat because of lack of appetite
or frequently feeling nauseated. I want you to think about what that
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would be like so we can decide how important it would be for us to
make decisions that would avoid those problems.

Mr. D.: I would think we’d always want to avoid those problems.
Doctor: You’re right, but nothing comes without a cost. If we choose a very

aggressive treatment to avoid those problems, the treatment might
result in other problems. So we should know what different kinds of
health states would be like for you so that we can make smart decisions.

Mr. D.: OK, that makes sense. So, I’m supposed to imagine what it would be
like to be full and nauseous?

Doctor: Yes. In a moment I’m going to ask you about how bad that would be,
but first let’s be sure that you’ve got a good picture of the health state
we’re talking about – a realistic picture. I’m not trying to scare you, but
I want you to make decisions based on a clear understanding. So, here
are some of the things I’d like you to think about: First, your length of
life. Digestion problems won’t have much impact on that, as long as
you get adequate nutrition.

Mr. D.: OK.
Doctor: Next, your ability to take care of yourself. Again, as long as you can

get adequate nutrition so you keep up your strength, this shouldn’t be
affected much. The same for your mental functioning. However, your
emotional well-being may be upset – it’s disturbing not to be able to
eat the way you used to.

Mr. D.: Yeah, and if I’m worrying about whether I’m eating enough all the
time, I’d probably be pretty anxious. Food is such a regular thing that
it would be an every day worry.

Doctor: Yes. Also, eating has an important social function. You may have more
trouble going out to dinner or having a dinner party, if you find that
you can’t eat with your friends.

Mr. D.: I didn’t think about that. But I suppose that I’d tell my friends about
my problem, and they wouldn’t mind that I’m not eating. I could carry
the conversation.

Doctor: [chuckling] I believe you could, at that. Then the last thing to consider
is the feeling of nausea itself and how that would impact your quality
of life. Some people find nausea really horrible, but others only find it
a bit unpleasant.

Mr. D.: Yeah, I used to have a kind of sensitive stomach in my 30s, so I know
what it’s like to be queasy a lot. My wife used to tease me that I had
morning sickness. I don’t care for it, but as long as it doesn’t get to the
point of actually heaving, I can deal with it. It’s better than having a
racking cough.

Doctor: OK, so think about it for a few minutes and let me know when you’ve
got a pretty good picture now of what these digestion problems might
be like for you.
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Mr. D.: OK, I’m ready. It wouldn’t be fun, but it’s not the end of the world.
Maybe 7 on a scale from 1 to 10?

Doctor: Great. Let me try to get that a little more specific about what it would
be worth to be rid of those problems. Imagine that you were going to
have those problems for the rest of your life – I’m a great doctor and
you’re a great patient, so let’s say that’s 35 more years. So you’re looking
at 35 years with nausea and loss of appetite. Now imagine there’s a new
treatment developed that takes away that problem and leaves you in
perfect health for the rest of your life. But it’s hard on your system, and
you won’t live as long – you’ll only live 34 years. Would you take that
treatment?

Mr. D.: Hmm. That’s a hard choice. But I think I’d go for it – 35 years is a long
time to be nauseous.

Doctor: OK. What if the treatment worked but shortened your life to only 20
more years?

Mr. D.: No way, then. Give up 14 years?
Doctor: OK. What’s the shortest life in perfect health that you’d accept to relieve

yourself of these digestion problems?
Mr. D.: Well, not more than two years, that’s for sure. Yeah, that’s about right.
Doctor: So if your life would be shortened more than two years, you’d go ahead

and accept the nausea, but if you could get rid of it and still live at least
33 years of the 35 you expect, that would be OK?

Mr. D.: Right.
(Doctor notes that Mr. D.’s time trade-off utility for life with digestion
problems is 33/35, or 0.94 . . .)

Summary

Health states can be evaluated in their entirety, as a whole. Several techniques
have been developed for holistic evaluation, each with strengths and weaknesses.
All, however, rely on providing an adequate description of the health state to
enable the patient to accurately predict how he will be impacted by it, and
this has proven to be more difficult than it would first appear. For important
decisions, there are benefits to both holistic and decompositional evaluation of
the relevant health states.

Questions for clinical practice
� How can my patient best understand an overall health state?
� How can I help my patient to anticipate what a future health state may be like?
� When do I need to measure or compare utilities for overall health states, and

how should I do it?
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4

Quality and quantity

Introduction

Mrs. K., 65, has degenerative osteoarthritis in her knee. Although her arthritis
may not threaten her life, it certainly causes her pain and, as time goes on,
is likely to increasingly limit her mobility; in short, her quality of life is
likely to suffer in the long run. She is considering total knee replacement
(TKR) surgery, a procedure with a high rate of success in improving pain
and mobility for patients in her condition, but that involves months-long
rehabilitation that will be more difficult and painful than her current state.

Mrs. K.’s decision is typical of a large group of decisions that feature trade-offs
between future quality and quantity of life, particularly over the natural history
of a degenerative disease. How should she think about her future quality of life
and consider the course of her health over her lifetime?

Health profiles

Health quality, however measured, varies naturally over the course of a life-
time. Most people are relatively healthy throughout their childhood and early
adulthood, with chronic illness or other deterioration of function beginning
in middle age and continuing until death. Figure 4.1 depicts a health profile
over the course of a lifetime. Age is plotted on the x-axis, and for each age, the
subject’s health quality, on a scale of 0 to 100, can be read off the y-axis. This
figure shows a typical health profile of a person who spends most of his life
in good health, experiencing one significant episode of acute illness in his 60s
(perhaps a serious injury or a minor stroke) followed by complete recovery, and
then gradual decrease in health quality (perhaps owing to arthritis) until his
death at 83.

In Mrs. K.’s decision about knee replacement, she faces one of several possible
health profiles going forward, depending on her treatment choice and outcome.
If she chooses to undergo TKR, she can expect a fairly long rehabilitation period

43
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Figure 4.1 A typical health profile.

with considerably decreased functionality (and hence low health quality), fol-
lowed by a return to relatively good, pain-free functioning. If she chooses not to
undergo TKR, she can expect progressive degeneration of the joint, continued
and worsening pain, and eventually considerable loss of function. Figure 4.2
illustrates the two profiles.

Although health profiles are usually experienced as ongoing and continuous
changing in our health, it is often useful to consider them more discretely, as a
sequence of health states with fixed qualities that will be experienced, as illus-
trated in Figure 4.3 for Mrs. K. after TKR surgery. In the pictured example, Mrs.
K. passes through five health states: the presurgery state (in which her mobility
is impaired by her arthritis), surgery and recovery, and then three postrecovery
states involving gradually diminishing health before death. The quality weights
associated with each state might be derived from utility assessments performed
on Mrs. K., or from utility estimates measured in a representative community
of similar women who have (or have not) undergone surgery.

Short-term and long-term outcomes

Health states vary in their duration; some health states are temporary and short
lived, like the pain of a vaccination or the discomfort of a cold. Others are lifelong
conditions, such as the loss of a leg or chronic disease states. Many, of course,
fall somewhere between these extremes, such as injuries or acute illnesses (e.g.,
myocardial infarctions) that include long rehabilitation states.
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Figure 4.2 Anticipated health profiles with and without TKR surgery.

Figure 4.3 A discrete health state sequence after TKR.

If the impact of a health state depends on both its quality and its dura-
tion, short-term health states should be given little weight in decision making
compared with longer term states. For example, a colonoscopy may entail two
or three days of unpleasantness and discomfort; undetected colon cancer may
result in months or years of diminished health. Any rational decision maker
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ought to give the short-term discomfort of a once-per-decade colonoscopy (or
an annual flu shot) very little weight.

Although short-term health states that resolve should receive little weight
in medical decisions of themselves, they may have longer term ramifications
that must be considered. People live in these states for a short period, but live
with the memory of the state for a considerably longer period, perhaps the
rest of their lives. Accordingly, these memories may be long-term outcomes
that should be considered in decision making. If memories are a complete and
accurate representation of our experiences, our memory of the event should be
quite similar to our evaluation of the event as it occurs (or our anticipation of
the experience). As discussed in Chapter 3, however, judgments are not usually
based on an exact record of an experience (recall the discomfort reported and
remembered by colonoscopy patients). As a result, it is difficult to include the
long-term memory of short-term states in quality-of-life evaluations.

Discounting

In practice, of course, many people find excuses to avoid colonoscopies and flu
shots. In part, this is because the discomfort of the procedures is experienced
immediately and with certainty, whereas the harms they seek to prevent are
experienced in the future, if at all.

Is health that we will experience in the future as important as health that we
will experience today? At first blush, it would seem that it well might be. The
experience of three months of regular migraines would be unpleasant whether
those months began today, next year, or in 15 years.

On the other hand, given a choice between migraines now and migraines later,
most people would probably seek to defer the migraines, and there are some
good reasons to do so. The future is inherently uncertain, and it is possible that
we might die within 15 years, and thus avoid the migraines entirely. Moreover,
by preserving your health now, you can take immediate advantage of it in pursuit
of your goals; you can’t be sure that you’ll be able to do so as effectively in the
future. This is the same rationale for paying interest on certificates of deposits –
$1000 you can use now is more valuable than $1000 you can only use a year
from now, and if you are giving up the use of your money for a period, you
expect to be compensated (with interest).

Of course, it might be more unpleasant to experience three months of
migraines 15 years hence, if your general health is getting worse; adding
migraines to already poor health might result in a much more miserable expe-
rience than migraines alones. But now we’re comparing apples to oranges; we
aren’t comparing the value of the migraine state itself.

Discounting future health interacts with health state duration; although long-
term states should receive much more attention than short-term states, the
relationship is not linear. A poor health state that starts today and lasts a year is
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not quite 12 times worse than a health state that starts today and lasts a month,
because the subsequent 11 months are experienced in the future, and at a (in
this case, small) discount.

Decision scientists commonly make the assumption that discounting is per-
formed at a constant rate over time, and medical decision analysts typically
assume that future health is discounted by 3% or 5% per year. Although it is
well-known that people do not, in fact, discount at a constant rate, the overall
principle of giving future health less value than present health is usually more
important in individual patient decision making than precisely specifying a
mathematical discount function.

Quality-adjusted life expectancy

With an understanding of the quality and duration of relevant health states, the
life expectancy of the decision maker, and the appropriate degree of discounting
for future health, we now have all the components necessary to develop an
evaluation of a lifetime health profile.

For each year (or month, or day) of the patient’s life, add up the quality
associated with the state of health she will experience that year, discounted by
her health discount rate (or some reasonable rate, say, 3% annually) if the state
will be experienced in the future. The resulting number is the patient’s quality-
adjusted life expectancy. The difference in quality-adjusted life-years (QALYs;
Weinstein, Fineberg, and Elstein, 1980) between the two treatment options is a
measure of the benefit of one treatment over another.

For example, if Mrs. K. undergoes TKR, her life expectancy is 20 years, and her
quality-adjusted life expectancy might be 15 discounted QALYs. If Mrs. K. does
not undergo TKR, her life expectancy remains 20 years, but her quality-adjusted
life expectancy might be only 12.5 discounted QALYs. For Mrs. K., choosing
TKR provides her with an additional 2.5 (expected) QALYs, because she will
experience 6 months with lower health-related quality of life but then 19 years
of higher health-related quality of life. If she could choose from several different
treatment options, she would do well to select the option that maximized the
number of additional expected QALYs she could gain.

QALYs count

Measuring the effects of treatments in terms of QALYs is very useful, because
QALYs provide a single measure of effectiveness that can be compared across
a variety of treatments for diverse health problems. This is particularly useful
when making decisions that offer trade-offs between length and quality of life.
For example, when new drugs are developed that provide effective cures for long-
term problems that primarily diminish quality of life (such as incontinence, hot
flashes, or pain), they often have (rare) adverse events that lead to an average
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decrease in life expectancy. Characterizing these treatments in terms of the
number of QALYs (or months or days) that they add or subtract from a patient’s
life can clarify their impact.

Interventions that improve both length of life and quality of life are partic-
ularly valuable in the QALY framework. As a patient’s quality of life improves,
the benefit of extending his or her life increases; similarly, as a patient’s life
expectancy improves, the benefit of improving his or her quality of life increases.
Regular exercise and adequate nutrition, for example, improve both life quality
and life expectancy and thus have large benefits in QALYs.

Problems with QALYs

Although QALYs provide a useful model for the impact of treatments on
patients’ lives, they necessarily involve simplification of how a health profile
will be experienced. QALYs do not incorporate any information (beyond sim-
ple discounting) about the sequence of health states that will occur, and the
degree to which a health state’s impact on quality of life may depend on which
earlier states have been experienced. For example, a treatment that results in a
series of health states that is initially quite poor and gradually improves may
provide a patient with the same number of additional QALYs as a treatment
that results in a series of health states that is initially good and gradually wors-
ens, but the former might be much preferred by patients (who are likely to
adapt to poor health and regard each improvement as a noticeable gain in
quality).

Alternative measures of the impact of a sequence of health states that can be
sensitive to ordering of states have been suggested. Most notable among these
are healthy-year equivalents (HYE), initially proposed by Mehrez and Gafni
(1989). HYEs are to QALYs as holistic health evaluations, like time tradeoff, are
to decompositional evaluations. The HYE of a sequence of health states is the
length of time in perfect health that would be equally preferred to the sequence by
the decision maker. However, although HYEs may be able to capture individual
preferences that QALYs cannot, measuring HYEs for this purposes requires the
decision maker to evaluate every potential health sequence, which is usually too
time consuming to be worthwhile (Johannesson, 1995).

QALYs also present challenges when used to make public policy decisions.
We will return to these issues in Chapters 12 and 13.

Markov models

Decision scientists formalize the evaluation of ongoing health profiles, partic-
ularly in chronic health states, through the use of Markov models (Sonnenberg
and Beck, 1993). A Markov model is a set of health states (and associated util-
ities) together with information about how likely it is that a patient will move
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Table 4.1 A simple Markov model table

Probability of transition within a year to . . .

State
Utility (100 =
perfect health)

Mild
symptoms

Moderate
symptoms

Severe
symptoms Death

Mild symptoms 70 0.80 0.15 0.03 0.02
Moderate

symptoms
60 0.24 0.50 0.24 0.02

Severe symptoms 54 0 0.24 0.74 0.02
Death 0 0 0 0 1

from one state to another in a given period of time (these are called “transition
rates”). The key property of a Markov model is that there is no “memory”; the
rate of transition between states depends only on the current health state and
not the history of health.

For example, a (simplified) Markov model of knee osteoarthritis (without
knee replacement surgery) might include such states as “mild symptoms,”
“moderate symptoms,” “severe symptoms,” and “death” (from background
mortality), with utilities and transition rates shown in Table 4.1.

Such a model might represent the natural history of knee osteoarthritis under
the current standard of care.

You can visualize this Markov model by imagining a large group of patients,
say 100 000, newly diagnosed with osteoarthritis of the knee on the basis of mild
symptoms. A year later, 80% of these patients (80 000) are still having only mild
symptoms, while 15% (15 000) have transitioned to moderate symptoms, 3%
(3 000) have worsened to severe symptoms, and 2% (2 000) have died (from
any causes).

In year two, of the 80 000 patients with mild symptoms, 80% (64 000) remain
mild, 15% (12 000) become moderate, 3% (2 400) become severe, and 2%
(1 600) die. At the same time, of the 15 000 patients who began the year with
moderate symptoms, 24% (3 600) improve back to mild symptoms, 50% (7 500)
remain moderate, 25% (3 600) worsen to severe symptoms, and 2% (300) die.
Finally, also at the same time, of the 3 000 patients who began year two with
severe symptoms, 24% (720) improve to moderate symptoms, 74% (2 220)
remain severe, and 2% (60) die.

In total, then, at the end of year two, there are now 67 600 patients in the mild
symptom state (64 000 who remained in that state and 3 600 whose moderate
symptoms improved), 20 220 patients in the moderate symptom state (7 500
who remained in that state, 12 000 whose mild state worsened, and 720 whose
severe state improved), 8 220 patients in the severe symptom state (2 220 who
remained in that state, 3 600 who worsened from moderate symptoms, and 2 400
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100,000 mild
(from all living states, annually)

80,000 mild 15,000
moderate

67,600 mild 20,220
moderate

8,220 severe 3,960 dead

58,933 mild 22,223
moderate

12962 severe 5,881 dead

80%

80%
15%

15%

24%
50%

3%

24%

Start
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3%

100%

24%
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24%
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Figure 4.4 Visualizing a Markov model.

who worsened from mild symptoms), and 3 960 patients who have died in total
(2 000 from year 1 and 1 960 from year two).

With the help of a computer (or considerable free time), you can continue
this process until all of the patients reach the death state (from which there is
no return). Figure 4.1 shows the process carried out to year three.

Now consider a single patient with mild symptoms of knee osteoarthritis. If
they spend 5 years in that state, they accrue a health-related utility of 70/100
for each year, or 3.5 QALYs. If they then spend a year in moderate symp-
toms, they accrue another 0.6 QALYs, for a total of 4.1 QALYs to date. A
return to mild symptoms for 3 years adds 2.1 QALYs (6.2 total). Then they
transition to moderate symptoms again, remaining in that state for 8 years
(4.8 QALYs) before developing severe symptoms and living with that for one
year (0.54 QALYs) before dying. In total, this patient will have lived 18 years,
and experienced 11.54 QALYs (or an average quality of 64.1, albeit with wors-
ening quality as their disease progresses). Discounting may also be applied.
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By using a computer to simulate thousands of patients moving through the
model (along with a model for background mortality), an analyst can make
conclusions about the expected number (and variation) of life-years and QALYs
for patients newly diagnosed with knee osteoarthritis. A similar model can be
simulated using the transition probabilities and utilities associated with knee
osteoarthritis that is treated with TKR surgery, and the total QALYs accrued by
each option can be compared. This information may be important to patients
in planning their futures; it is extremely useful when studying treatments that
may act to, for example, slow the progression of symptoms.

Summary

Ongoing diseases, as well as normal aging, involve a sequence of states, each
lasting for some duration and each associated with some quality of health.
Patients making treatment decisions need guidance in understanding the health
sequence they can expect under each of their alternatives and in giving appro-
priate weight to states on the basis of their duration and when they will be
experienced. The QALY model provides a formal means of combining quantity
of life and quality of health into a single valuation that can be used to examine
complex sequences of health.

Questions for clinical practice
� How will my patients’ decisions impact their quality and quantity of life?
� Are my patients giving too much weight to short-term, transitory outcomes,

at the expense of their long-term health?
� How can I best illustrate the course of health that my patients can expect?
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5

Embracing uncertainty

Introduction

Mr. C., 39, consults you after a public health screening program found him
to have a total cholesterol of 260, with an HDL level of 35. His BMI is normal
(24.6) and he has no other risk factors for heart disease.

“Am I likely to have a heart attack?” he asks. “And, I’ve heard there’s a good
chance that taking fish oil capsules can raise my HDL levels – how good a
chance?”

Uncertainty makes both patients and physicians nervous but is a fundamental
feature of medicine. This chapter shows how understanding different types of
uncertainty can help to put patients at ease and guide physicians to identify
the most important questions to consider in planning a workup or treatment
program.

What is uncertainty?

It would not be extreme to suggest that uncertainty is a regular feature not
only of the practice of medicine but also of life itself. At its most basic, uncer-
tainty reflects our inability to know anything with complete surety. As such, it
is the physician’s constant companion. As one philosopher puts it, a physician’s
encounter with patients must necessarily include the “possibility of diagnos-
tic, therapeutic, prognostic, and other types of interpretive error, which then
requires developing concrete plans in the event mistakes occur” (Zaner, 2004,
p. 236).

This inability to know with certainty is usually described as a lack of knowl-
edge, and indeed, uncertainty is colloquially associated with anxiety, doubt, and
fear. In many respects, physicians regard uncertainty as an obstacle that must
be surmounted for successful care.

On the other hand, uncertainty is also the engine of excitement, serendipity,
and hope. The quest to overcome uncertainty, even when not ultimately suc-
cessful, often leads to new discoveries. When poor outcomes are merely likely,

55
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rather than certain, a psychological space exists in which patients and physicians
can face the probable energized by the possible.

If uncertainty is not a blessing, it is at least a mixed curse.

Types of uncertainty

Uncertainty appears in medical decisions in several forms. Indeed, it is probably
more correct to say that each decision involves several uncertainties, although
one form or another may be more important, distressing, or amenable to man-
agement. There are four basic places in which uncertainties occur in medical
decisions: (1) in the world, (2) in our knowledge about the world, (3) in the
structure of the decision we face, and (4) in the preferences and values that are
brought to bear in making the decision. Although much of this chapter focuses
primarily on the first two types of uncertainty (the latter two are dealt with
in greater detail elsewhere in this book), many of the suggested approaches to
communicating and managing uncertainty apply equally well to any type.

Uncertainty in the world

The most common type of uncertainty encountered in medical decisions is risk.
“Risk” refers to uncertainty about the state of the world that can be precisely
quantified as a probability. This is the form of uncertainty gamblers experience
playing roulette: the final resting place of the ball is determined by chance, and
is thus both unknown and unknowable until it’s too late to change the decision.
What is known, however, is the probability that the ball will land in any slot on
the wheel.

Most epidemiological studies seek to quantify risk. When we speak of a 42%
probability that a black male has high blood pressure or that a drug that promotes
successful reduction of high blood pressure reduces probability of MI or stroke
by 33%, we’re speaking of risk.1 Mr. C., your patient, is certainly interested in
this kind of uncertainty.

When considering patient behavior, subjective risk – the risk as perceived by
the patient – is often more important than objective risk – the best estimate of
the risk from epidemiological or pathophysiological data. Patients make choices,
such as whether to be vaccinated, on the basis of their subjective risk (Brewer
and Hallman 2006). Thus, it is not only important to know Mr. C.’s risk of a
heart attack, but to ensure that Mr. C.’s perception of that risk is accurate and
leads to appropriate choices.

1 Epidemiologists also distinguish prevalence (the number of cases of a disease in a given population)
from incidence (the number of new cases of a diseases in a given population over a given time
period). Most treatment decisions focus on outcome probabilities rather than disease or health
state probabilities; the latter are the focus of diagnostic and prognostic judgments.
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Unfortunately, the word risk itself has acquired two different meanings in
decision making. It can be used, as in the preceding paragraphs, to mean “uncer-
tainty about the state of the world that can be quantified as a probability,” but it is
also used to mean “the probability of a harmful event.” In the former usage, the
opposite of “risk” is “certainty”; in the latter, the opposite of “risk” is “benefit.”
Because of these multiple meanings, it’s easy for patients to become confused
when risk is discussed.

Uncertainty in our uncertainty

Another common type of uncertainty present in many medical decisions occurs
when the state of the world is unknown and cannot be precisely quantified as a
probability. Instead, one may be able to provide only a range of probabilities or a
more qualitative statement that the event is likely or unlikely. In the psychological
literature, this sort of uncertainty is sometimes referred to as “ambiguity”; it
is also sometimes called “higher order uncertainty”: not only are we uncertain
about the world, but we are uncertain about our estimates. We discuss this
further in Chapter 7.

Another common variation of this type of uncertainty occurs with personal
lack of knowledge. When a physician considers problems outside her area of
expertise or familiarity, she may have a vague idea of treatments, outcomes, and
likelihoods, but without further study or consultation, she will be unable to
provide precise estimates of probabilities.2

If you told Mr. C. that his probability of having a heart attack in the next
10 years was low, he might also want to know how sure you were about that
estimate. Does it vary much among people like him? Is it based on a lot of
experience with heart attacks in people like him or only a little experience?

Uncertainty in the structure of the decision

Another type of uncertainty occurs when we are uncertain how the decision
itself is structured: when we do not know what the available choices are or what
their possible outcomes might be. In medical decisions, this type of uncertainty
is strongly asymmetrical. It is quite common in patients facing new conditions
and quite uncommon in physicians treating patients for problems within their
specialties (it does, of course, occur when a physician diagnoses a condition
outside of her specialty and usually leads to a consultation or referral to an
expert who does not face the same uncertainty).

Mr. C. has asked about fish oil capsules, but may well not be familiar with the
array of pharmaceutical and lifestyle treatments that are available for managing

2 Personal uncertainty among physicians is dealt with at great length and with great sensitivity in
Bursztajn et al. (1990).
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his cholesterol. He is concerned about heart attacks but may not know if there are
other outcomes (positive or negative) of his cholesterol level or of the potential
treatments that he should consider.

This type of uncertainty is perhaps the most easily resolved, because it merely
requires determining the set of available choices and their outcomes on the
basis of current medical practice and clinical research and then providing that
information in a format easily comprehended by the decision maker. Approaches
to the presentation of decision structure are considered in greater detail in
Chapter 8.

Uncertainty in preferences and values

Finally, it is very common for patients facing new conditions to be unsure about
their preferences and how they would evaluate the potential outcomes of their
choices. An asymptomatic man making choices about treatment for localized
prostate cancer may never have considered the impact of treatment side effects
such as erectile dysfunction and incontinence, much less how he might feel
about expectant management, knowing that he has untreated cancer. Mr. C.
may not be sure how he feels about taking medications or supplements daily,
for example. Will it be difficult to remember? Will the dosing regimen limit
his ability to do other things he enjoys? Will he come to think of himself as
chronically ill and what will that mean to his outlook on life?

Attitudes toward uncertainty

While uncertainty affects the outcomes of decisions, attitudes toward uncer-
tainty affect the decision-making process itself. People may be more or less
accepting of risk, and this risk attitude is an important factor in many decisions.
Choosing an option with a lot of variability in its possible results over an option
in which the results are (more) assured is a risk-seeking choice. For example,
investments in stocks expose the investor to greater daily price fluctuations
than investments in government securities, and are therefore risk seeking; such
investments are made, of course, in the belief that their return will justify the
increased level of risk.

Conversely, choosing the less variable option over the more variable option is
a risk-averse choice. Investment strategies that emphasize security of principal
focus on low variability investments and are thus risk averse.

It’s easy to see the relevance of risk attitude in investment decisions. Although
its importance in health care decisions may seem surprising, the difference has
more to do with our education than with fundamental differences in the tasks.
In fact, risk attitude is an inherent consideration in many medical decisions. For
example, if one treatment might lead to either major improvement or minor
worsening in a condition, and another might lead to either a mild improvement
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or no change, the first treatment is the risk-seeking choice and the second is the
risk-averse choice.

Risk seeking and risk aversion are used to characterize decision makers as well
as decisions. A person who tends to make risk-seeking choices is considered
to have a risk-seeking attitude; one who tends to make risk-averse choices is
considered to have a risk-averse attitude (a person who is not influenced by
variability when making choices is called risk neutral).

There’s no right or wrong risk attitude. Risk attitudes tend to become a
problem in two cases: when a patient makes choices that conflict with his risk
attitude, and when patients and physicians have wildly different risk attitudes.

In the former case, a patient to whom certainty is important might find
himself uncomfortable with a choice that has a wide spread of possible out-
comes. This could occur even if the chosen option is actually superior to other
options, and even if the patient is aware of its superiority. The discomfort with
the risk undertaken might take several forms, including increased anxiety or
reduced compliance. Similarly, a patient who prefers to take risks and instead
selects a more “conservative” course may feel that she is betraying her own
nature or dooming herself. Physicians who are cognizant of their patients’ risk
attitudes can anticipate these reactions and help to counsel and prepare their
patients.

Physicians who are cognizant of their own risk attitudes are also more pre-
pared to address the second common problem with risk attitudes, differences
in attitudes between patients and physicians. A physician who knows that he is
likely to suggest options that are more or less risky than his patient is likely to
be comfortable with can proactively address the concern during the discussion
of the options.

Measuring risk attitude

Several measures of risk attitude have been developed (Harrison et al., 2005).
One of the most useful is the DOSPERT (Domain-Specific Risk-Taking) scale,
which in its most recent version is a 30-item questionnaire that can measure risk
attitude (how does the patient feel about taking risks?) or risk perception (what
does the patient consider risky?) in five domains: ethical, financial, health/safety,
recreational, and social (Weber, Blais, and Betz, 2002; Blais and Weber, 2006).
The health/safety subscale focuses on common activities that pose a health risk,
rather than measuring attitudes toward specific medical treatments (that are
likely to be much less familiar to every patient). Table 5.1 displays the items for
this subscale.

Risk attitudes and reference points

A consistent finding in research on risk attitudes is that many people seem to
have different attitudes when outcomes are gains, relative to their current health,
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Table 5.1 The DOSPERT health/safety subscale

The DOSPERT health/safety subscale (Blais and Weber, 2006)
For each of the following statements, please indicate the likelihood that you would

engage in the described activity or behavior if you were to find yourself in that
situation. Provide a rating from Extremely Unlikely to Extremely Likely, using the
following scale:

1= Extremely unlikely
2= Moderately unlikely
3= Somewhat unlikely
4= Not sure
5= Somewhat likely
6= Moderately likely
7= Extremely likely

Drinking heavily at a social function.
Engaging in unprotected sex.
Driving a car without wearing a seat belt.
Riding a motorcycle without a helmet.
Sunbathing without sunscreen.
Walking home alone at night in an unsafe area of town.

[The subscale is scored by adding up the ratings assigned to each item, and ranges
from 7, representing strongest risk aversion, to 42, representing strongest risk
seeking.]

than when outcomes are losses. People typically prefer a sure gain to a gamble
that offers the chance of a much larger gain, but will agree to a gamble involving
a larger loss to avoid a sure loss. For example, given the choice between $100 for
sure and a 50/50 chance of $0 or $200, most people opt for the sure $100; on
the other hand, given the choice between losing $100 for sure or a 50/50 chance
of losing $0 or $200, most people opt for the gamble that offers the hope of
avoiding a loss altogether.

Indeed, even when the outcomes themselves are the same, people often make
different choices when they perceive the situation as involving gains rather than
losses. A classic illustration of this phenomenon is the “Asian disease problem”
(Tversky and Kahneman, 1981), given here in its “gain” version:

Imagine that the United States is preparing for the outbreak of an unusual Asian disease,
which is expected to kill 600 people. Two alternative programs to combat the disease
have been proposed. Assume that the exact scientific estimates of the consequences of
the programs are as follows:

If program A is adopted, 200 people will be saved.
If program B is adopted, there is a one-third probability that 600 people will be saved
and a two-thirds probability that nobody will be saved.
Which of the two programs would you favor?
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Most people select program A, the risk-averse choice. However, when faced
with the “loss” version,

Imagine that the United States is preparing for the outbreak of an unusual Asian disease,
which is expected to kill 600 people. Two alternative programs to combat the disease
have been proposed. Assume that the exact scientific estimates of the consequences of
the programs are as follows:

If program C is adopted, 400 people will die.
If program D is adopted, there is a one-third probability that nobody will die and a
two-thirds probability that 600 people will die.
Which of the two programs would you favor?

most people select option D, the risk-seeking choice. This example is remarkable
because options A and C (as well as B and D) are identical in outcome, and differ
only in how the outcomes are framed: as survival or as death. Another dramatic
example, reported by Levin and Gaeth (1988), is that consumers preferred the
taste of beef labeled 75% lean to that of beef labeled 25% fat.

In medical care, framing effects are most important when they influence one-
shot decisions. For example, informed consent documents for enrollment in
clinical research trials present patients with information about the probabilities
of risks and benefits from the trial; such information may be framed in terms of
gains, losses, or both, and the framing can impact the likelihood that a patient
may agree to enroll in a particular trial (Schwartz and Hasnain, 2002). When
only one research trial is available, this single “yes or no” decision is thus quite
sensitive to how the trial is described. On the other hand, when patients have the
opportunity to try a series of options until one succeeds, they might reasonably
arrange the sequence of options to progress from the least uncertain to the most
(or vice versa) to suit their risk attitudes. In these cases, the effects of framing
on each individual decision may be ameliorated by the process of considering
and arranging the sequence of decisions.

Emotion and risk attitude

Recent research suggests that emotions experienced by patients may elicit par-
ticular cognitive responses – including risk perceptions and risk attitudes – that
continue once the emotional experience has ended (appraisal-tendency theory;
Lerner and Keltner, 2001). Fearful people tend to be pessimistic about uncer-
tainty and risk averse; angry people tend to be optimistic and risk seeking. For
example, fearful people were less likely to be unrealistically optimistic about
their future health when presented with both positive and negative potential
outcomes (Lench and Levine, 2005).

The impact of emotional reactions on risk attitudes and behaviors demands
careful attention to the timing of communication of information and decision
making. A patient who has just received bad news about his health is quite
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likely to be fearful or angry, and his emotional state when he considers the
risks of potential future treatments may systematically bias his decisions from
those he would choose without the emotional stimulus. It may be better to
defer discussion of treatment until emotional reactions to diagnosis have had
an opportunity to play out fully.

Ambiguity attitude

Patients may also have attitudes related to ambiguity. Many people prefer options
that have well-understood and clearly specified risks (e.g., a 50% chance of
success) to options that have vague or ambiguous risks (e.g., an unknown chance
of success). This phenomenon has been called “ambiguity aversion” and has
been demonstrated repeatedly in financial decision making, particularly when
ambiguous and clear options are evaluated side by side (Camerer and Weber,
1992; Fox and Tversky, 1995). However, there has been less work on ambiguity
in health care decisions, and it is equally possible that people may be attracted
to options without well-defined chances of success or failure, either because
such options may hold out more hope to (optimistic) patients than those with
well-specified probabilities (Bier and Connell, 1994; Highhouse and Hause,
1995; Kuhn, 1997), or because of an aversion to objectively quantifying such
personally meaningful experiences as health and illness.

Communicating uncertainty to patients

The study of risk communication is the study of risk perception; to design
approaches for communicating uncertainty to patients, it is necessary to under-
stand how people perceive, comprehend, and apply risk information. Four
major strategies are currently used to help patients understand uncertainties:
the numerical, verbal, visual, and experiential.

Numerical approaches

Perhaps the most widely used approach to communicating uncertainty about
the world is providing patients with numbers – the probabilities or frequencies
of possible events or outcomes. For example, a 35-year-old pregnant woman
may be told that 1 in 270 such women may carry a fetus with Down’s syndrome,
and that performing a definitive amniocentesis may carry a 1% probability of
procedure-related miscarriage.

The use of probabilities and other quantified estimates of likelihood have
been especially emphasized in drug marketing and in the process of obtain-
ing informed consent for medical treatment and clinical research. There are
both ethical and medicolegal rationales for this practice. The provided prob-
abilities accurately represent the most precise information available about the
outcomes of others who undertake the treatment and ought to be an important
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and informative component of a new patient’s decision making. From an ethical
standpoint, the patient possesses as much information as possible to facilitate
their decision; from a legal standpoint, the physician, investigator, or pharma-
ceutical manufacturer has provided warnings about potential harms that reflect
a good faith effort to inform.

Numeracy

The effective use of numerical likelihood estimates to improve communication
about uncertainty depends on understanding the estimates. The term numeracy
has been coined to refer to a facility for reading and understanding numbers;
the term is akin to literacy, a facility for reading and understanding words. Basic
numeracy includes such concepts as more and less, mathematical operations like
addition, and the ability to work out the underlying mathematics in simple word
problems. Higher levels of numeracy include statistical thinking and operating
with numbers that represent probability or frequency.

Unfortunately, research suggests that high levels of numeracy are rare in the
general population (Paulos, 1988, 1991). This is not to say that people cannot
be highly sophisticated consumers of numerical data with experience in certain
contexts. Studies of street children have demonstrated the ability to do complex
calculations efficiently in the pursuit and context of operating street businesses,
despite poor performance in standardized testing contexts (Nunes, Schliemann,
and Carraher, 1993). Similarly, gamblers on horse races are regularly called upon
to evaluate likelihood, expressed as odds, and can do so with facility.3

Problems with probabilities

In the Mueller-Lyer illusion (Figure 5.1), the direction of the arrows at the
ends of the lines lead to the impression that the upper line is shorter than the
lower line, even when both are the same size. This impression persists even
among those who have seen the illusion before and know that the two lines are
equal length, because it’s based on a deeply embedded heuristic in our visual
processing system.4

3 If you’re not a horse race gambler, “odds” refers to a ratio of the frequency of an event occurring
to the frequency of the event failing to occur. For example, a horse that is a 3:1 favorite is expected,
in four races, to win three and lose one, and a gambler winning a bet with odds of 3:1 would win
$1 for each $3 wagered. Of course, in a casino, an event occurring with an odds of 1:37 (such as
the ball on double-zero roulette wheel landing on the number 18) will pay out less than $37 to
each $1 wagered; a typical payout would be 36:1, or even $36-for-$1 (in which the casino keeps
the $1 wager, so really pays 35:1).

4 The heuristic, size constancy, operates because our visual depth processing generally assumes
(correctly) that objects that present themselves on our retina with angles pointing inward are
closer than objects that present themselves with angles pointing out. If two lines of the same
length are inferred to be at different distances, the “farther” line must actually represent a longer
object.
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Figure 5.1 The Mueller-Lyer illusion.

Psychologists have argued that just as our visual system makes us suscepti-
ble to optical illusions like these, even when we know the correct answer, our
cognitive systems (in particular, our intuitive judgment facility) make us sus-
ceptible to certain judgmental illusions, even when we have a good understanding
of probability (Kahneman, Slovic, and Tversky, 1982; Peters et al., 2006).

For example, consider this question from Hershberger’s Inventory of Cogni-
tive Biases in Medicine (Hershberger et al., 1994):

Your patient is a young man referred to you from an inner-city screening clinic. The
patient appears to be very effeminate. Is he more likely here for a workup following a
positive screen for hypertension or HIV?

In most developed nations, the prevalence and incidence of hypertension is
vastly higher than the prevalence and incidence of HIV. This holds true even
among gay men, and equally among young, effeminate-appearing, inner-city
men who conform to one stereotype of a person at risk for HIV. Because of
the prevailing stereotype, however, this patient seems representative of a person
with HIV. And in many cases, it is reasonable to assume that the more similar a
person is to a prototypical member of a group, the more likely that they are in
the group. In fact, this assumption, which is made regularly and automatically
by the human cognitive system, is called the representativeness heuristic. But
as Figure 5.2 illustrates, even if more than half of men with HIV (open circle)
were like this patient, and considerably fewer than half of men with hypertension
(shaded circle) were like this patient, it would still be more likely that the patient
(striped circle) would have hypertension than HIV.

The representativeness heuristic is pervasive in estimations of likelihood and
is very commonly seen in patients’ misperceptions of chance. There is a strong
feeling that luck evens out and that after a series of lucky (or unlucky) events,
the next event is more likely to be unlucky (or lucky), even when the events are
independent and equally likely. The heuristic also applies when people are asked
to generate random sequences (e.g., of coin flips): human-generated sequences
exhibit many more alternations (e.g., from heads to tails or vice versa) and many
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Effeminate, inner-city men

Men with HIV

Men with hypertension

Figure 5.2 A visual example of the representativeness heuristic in judgment.

fewer long runs (e.g., sequences of all heads) than actual random sequences
(Kareev, 1992).

A second important heuristic that operates in judgments of likelihood is
referred to as availability. Simply put, events that are more easily remembered
are judged to be more likely. Much of the time, this is a good rule, because events
we encounter often have many opportunities to be committed to memory. One
result of this heuristic is that physicians, whose judgments about the frequency of
rare events are based on their available experiences (in which rare events happen
rarely), may underestimate low-probability events, or they may overestimate the
occurrence of a rare disease if they recently attended an educational session on
the disease. Patients, whose judgments are often based on descriptions of the
likelihood of events (such as those on a prescription insert or a web site) are
likely to overestimate low-probability events (Hertwig et al., 2004).

Sometimes an event takes on extra salience unrelated to its frequency. For
example, when a celebrity personality discusses colorectal cancer on television,
colonoscopy rates increase, an effect that seems attributable to increases in
perceptions of colorectal cancer risk owing to an available example (Cram et al.,
2003).

Judgmental heuristics are generally powerful and adaptive features of the
human cognitive system; they allow us to make complicated decisions under
conditions of limited information with ease (Gigerenzer and Selten, 2001).
When they produce biases in judgment, those biases are not limited to patients.
For example, a 2006 study found that physicians were less likely to prescribe
warfarin to a patient with atrial fibrillation after one of their other patients on
warfarin experienced a major hemorrhage (an uncommon but highly salient
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and available event) than before their patient’s hemorrhage. Given that evidence
suggests that warfarin is already underprescribed in these patients, the availabil-
ity bias may lead to significantly worse health in this population as physicians
are exposed to adverse events (Choudhry et al., 2006) Dr. Jerome Groopman’s
recent book, How Doctors Think, provides several illustrations of the failure of
judgmental heuristics in clinical medicine (Groopman, 2007).

A good account of these heuristics is provided by support theory (Tversky and
Koehler, 1994; Rottenstreich and Tversky, 1997). According to support theory,
subjective estimates of the frequency or probability of an event are influenced
by how detailed the description of the event is. More explicit descriptions yield
higher probability estimates than compact, condensed descriptions, even when
the two refer to exactly the same events (such as “probability of death due to a
car accident, train accident, plane accident, or other moving vehicle accident”
versus “probability of death due to a moving vehicle accident”). For physicians,
support theory implies that a longer, more detailed case description increases
the suspicion of a disease more than a brief abstract of the same case, even if they
contain the same information about that disease (Redelmeier et al., 1995; Reyna
and Adam, 2003). For patients, the tendency for pharmaceutical leaflets and
informed consent documents to spell out a large number of unlikely individual
adverse events may lead to overestimates of the risks of the drug or procedure.

A third important class of heuristics is referred to as valence effects or outcome
bias. When making judgments about likelihoods that affect their own outcome,
people tend to consider positive outcomes more likely than negative outcomes.
As a result, patients may overestimate their probabilities of successful treatment
or improvement, even in conditions in which improvement is not to be expected
at all, such as phase I clinical trials.

Physicians who are attuned to these biases, however, are well-placed to point
out their operation to patients. This may be particularly important when dis-
cussing treatment uncertainties (Groopman, 2007).

Probability versus frequency

Some research suggests that people are better at reasoning about likelihoods
when they are expressed as frequencies rather than as probabilities (Tversky
and Kahneman, 1983; Gigerenzer and Hoffrage, 1995; Brase, 2002). For exam-
ple, Gigerenzer and Hoffrage (1995) reported that 46% of university students
reasoned correctly when provided with information about mammography in
the frequency format shown in Table 5.2, but only 16% did so when provided
with the same information in the probability format shown in the same table.

It has also been noted, however, that when a patient is told that 10 of every
1 000 people will be cured by a treatment, there is a strong tendency for the
patient to believe that they will be “one of the lucky 10” and to ascribe a higher
than 1% chance of cure to themselves.
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Table 5.2 Frequency and probability formats from the studies of Gigerenzer and
Hoffrage (1995)

Frequency format
Ten of every 1 000 women at age 40 who participate in routine screening have breast

cancer.
Eight of every 10 women with breast cancer will get a positive mammography.
Ninety-five of every 990 women without breast cancer will also get a positive

mammography.
Here is a new representative sample of women at age 40 who got a positive

mammography in routine screening. How many of these women do you expect to
actually have breast cancer? out of

Probability format
The probability of breast cancer is 1% for women at age 40 who participate in routine

screening.
If a woman has breast cancer, the probability is 80% that she will get a positive

mammography.
If a woman does not have breast cancer, the probability is 9.6% that she will also get a

positive mammography.
A woman in this age group had a positive mammography in a routine screening. What

is the probability that she actually has breast cancer? %

Risk reduction

One area in which considerable research has revealed important differences in
the format used to communicate uncertainty to patients is in communicating
treatment effects. If 10% of untreated patients experience an adverse health
outcome, but only 4% of treated patients experience the outcome, how should
the impact of the treatment be described?

Three numerical methods are commonly employed: the relative risk reduction
(RRR), the absolute risk reduction (ARR), and the number needed to treat
(NNT). The RRR is the difference in the proportion of untreated and treated
patients who would experience the adverse outcome, relative to the proportion of
untreated patients who would experience the adverse outcome. In our example,
the RRR would be (0.10 – 0.04)/0.10 or 60%. Relative to the untreated patients
who experience the adverse outcome, there will be 60% fewer adverse outcomes
in the treated patients.

The ARR is simply the absolute difference in the proportion of untreated
and treated patients who would experience the adverse outcome. In our example,
the ARR would be 0.10 – 0.04 or 6%. Out of all patients, the treatment prevents
the adverse outcome in 6% of them.

The NNT is the reciprocal of the ARR. In our example, the NNT is 1/0.06 =
17 (rounded up). For every 17 patients who receive the treatment, 1 additional
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patient will be spared the adverse outcome. The NNT provides a useful metric
of how many patients will be treated without additional benefit for each patient
who benefits; in our example, 16 treated patients won’t be helped by the treat-
ment for each patient who will be helped (who would have experienced the
adverse outcome if not for the treatment). Among 16 treated patients who gain
no benefit from the treatment, 1 can be expected to have an adverse outcome
despite the treatment (the treatment might have helped, but didn’t); the other
15 would not have had an adverse outcome even had they not been treated (the
treatment was unnecessary).

The format for communicating treatment effects has a predictable impact on
patients’ beliefs and decision making: RRRs nearly always appear to be larger
and more persuasive than ARR or NNT. A typical finding, reported by Hux and
Naylor (1995), was that 88% of subjects indicated they would take a hypothetical
lipid-lowering drug when informed that it would result in a 34% reduction in
heart attacks (a RRR), but only 42% would do so when informed that it would
result in 1.4% fewer patients having heart attacks (the equivalent ARR), and
only 31% would do so when informed that 71 patients would have to be treated
for 5 years to prevent one heart attack (the equivalent NNT).

Other numerical methods have been suggested, usually in attempts to incor-
porate additional information into the risk communication process. For exam-
ple, Straus (2002) advocated the use of the “likelihood of being helped or
harmed” (LHH) for a treatment, which is derived from the NNT of the treatment
and the number needed to harm of the treatment (the number of patients that,
if treated, would result in an additional treatment-related harmful outcome),
adjusted by the patient’s relative perception of the harmfulness of the disease-
related adverse outcome and the treatment-related adverse outcome. The LHH
is expressed in the form “10 to 1 in favor of (or against) the treatment,” meaning
that instituting the treatment should produce health outcomes that are 10 times
better (or worse) than not doing so.5

Verbal approaches

A very common way of discussing uncertainty with patients relies on the every-
day verbal phrases that we typically use to discuss likelihood. For example,
an outcome may be described as “likely” or “doubtful,” “virtually certain” or
“nearly impossible.” The use of verbal phrases has been studied extensively
by psychologists, with two major findings (Teigen and Brun, 1999; Budescu,
Karelitz, and Wallsten, 2003).

First, there is variability in the use of these phrases by people. Some people
believe that an event that is “not likely” will occur less often than one that is

5 A very similar approach was also presented by Djulbegovic et al. (2000).
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“very improbable,” while others reverse the order of these phrases. Accordingly,
there is some inherent vagueness in the use of verbal probabilities.

Second, verbal probabilities are better than numerical probabilities in calling
attention to the direction or implication of the uncertainty. Presenting a 5% risk
of a treatment complication as “very unlikely” calls attention to the fact that the
risk is low relative to other risks that the patient might face. On the other hand,
presenting the same 5% risk as “small but significant” can convey the opposite
implication.

Because verbal phrases are so commonly used in everyday contexts, patients
are likely to be quite comfortable hearing them but will also be cognizant of their
vagueness. Patients may press for more precise descriptions of uncertainties.

Visual approaches

As we’ve seen, numerical approaches can confuse patients and verbal approaches
lack the necessary precision to make estimates of uncertainty clinically useful.
As a result, many decision scientists are studying visual or graphical approaches
to convey useful distinctions in a more directly comprehensible format. Two
major reviews of the design of visual approaches to communicating uncer-
tainty make several key points (Lipkus and Hollands, 1999; Ancker et al.,
2006).

First, some visual approaches are better at conveying information, whereas
others are better at promoting changes in behavior (typically at making patients
less inclined to perform a risky behavior). Second, when the goal is to convey
risk information, successful graphs should display both the numerator and
denominator of a risk ratio – the number of focal outcomes in the context of
the total number of “at-risk” patients.

Visual representations that help patients to understand uncertainty include
the icon array, depicted in Figure 5.3. In this common format, the concept of
a probability of 34% is displayed by depicting 34 darkly shaded stick figures
in an array of 100 total stick figures. The icon array allows patients to visually
interpret frequencies based on the relative areas of the shaded figures.

Visual representations are not necessarily immediately intuitive. Graphs
should always be accompanied by written instructions explaining how to inter-
pret them.

Experiential approaches

A final approach to communicating uncertainties relies on the context provided
by the patient’s experiences. An example of an experiential approach is to present
risk information relative to other risks the patient experiences in everyday life.
For example, in 2003, the odds of accidental death as a car occupant in the
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Figure 5.3 An icon array with stick figures for risk communication.

United States during the year was 1 in 18 412; the lifetime odds are 1 in 237. Many
significant diseases, such as heart disease and cancer, have considerable higher
odds of death; death due to complications of medical and surgical procedures
is much less common (1 in 101 874 for 2003, 1 in 1 313 over a lifetime; National
Safety Council, 2003).

This approach is sometimes combined with a graphical approach by arrang-
ing, on a chart, different levels of outcome probabilities with comparisons from
daily life. These so-called risk ladders present some additional problems, how-
ever. The range of everyday risks used in the list and the scale on which they are
depicted can have significant effects on how the focal risk is perceived (Sandman,
Weinstein, and Miller, 1994).

Managing uncertainty

Most people seek to avoid what they consider “risky” – situations that offer
the possibility of a harmful outcome. In many health decisions, patients cannot
avoid the possibility of a harmful outcome and, in some cases, may overestimate
the possibility. This misperception can result in considerable distress.

Communicating uncertainty accurately to patients is one important responsi-
bility of physicians. In many cases, however, patients seek not only to understand
the uncertainties they face but also to manage them in some fashion that will
enable them either to better predict their future outcomes or to better accept
the limits of their knowledge. As Zaner (2004) puts it:
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Uncertainty can be reduced to some degree by having the best available information at
hand and insuring that meticulous attention is given to the clinical arts: history taking,
physical exams, critical use of probabilistic and modal logic, and mastery of the art of
clinical listening and dialogue. It is morally imperative for the physician to understand
what illness means for the patient. (p. 242)

We might add that it is equally imperative for physicians to understand what
uncertainty itself means for the patient and how the physician and patient can
best jointly manage their uncertainties.

Information-seeking strategies

One major strategy for managing uncertainty is seeking additional information.
New information may enable a patient to reduce their uncertainty directly, as
when new research studies provide more insight into patient outcomes and
increase the likelihood that a particular treatment will or will not be beneficial.
Even when new information does not yield greater certainty about outcomes,
it may serve to narrow the range of the uncertainty.

The primary source of new clinical information is medical research. Most
clinical research is explicitly motivated by a need to reduce the uncertainties
around etiology, prevention, diagnosis, treatment, or prognosis. Chapter 9 con-
siders the value of clinical research and obtaining additional information in
medical decisions in some detail.

Affective strategies

Coping
One of the most pervasive findings about the perception of harmful uncertain-
ties is that they are related to the degree to which the outcomes are dreaded,
unfamiliar, and uncontrollable (Slovic et al., 1981). These factors provide some
guidance for patients seeking to cope with risky health decisions, particularly
when the probabilities of harm are objectively small but appear large to the
patient.

To the degree to which a patient’s dread of a harmful outcome can be reduced,
the patient may consider the outcome less likely. Dread is a characteristic of the
outcome, not its likelihood. Dread can be reduced but successful interventions
are individual specific. For some patients, opportunities to express their fears
fully can effectively reduce dread. Some may find solace in the support of family
and friends. Others may call on relaxation techniques and similar practices.
Physicians can suggest that patients reflect on how they have coped with fears
in other areas of their lives.

Unfamiliar outcomes are often perceived as more risky. For example, a nerve
gas attack is much less familiar than a gunshot and is accordingly regarded as
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riskier, even if the patient knows it to be less probable. Communicating informa-
tion about the outcomes themselves (as well as their probabilities) and referring
patients to support groups are common ways of decreasing unfamiliarity.

Finally, uncontrollable outcomes are typically seen as riskier, and more dif-
ficult to bear, than outcomes that afford opportunities for exerting control.
Although in many cases patients may be truly limited in the amount of control
they can exert over their disease, the research literature has increasingly docu-
mented the impact of modifiable lifestyle factors (including diet, exercise, stress
levels, mental outlook, etc.) on the progress of diseases and the efficacy of their
treatment. Physicians who can offer their patients elements of control over their
short- or long-term outcomes may enhance their patients’ coping. When physi-
cians do not direct patients to controllable factors, however, distressed patients
may invent such factors – and methods for controlling them – themselves, and
not always to their long-term benefit (e.g., see Burstein et al., 1999).

Embracing hope

As difficult as it may seem, patients and physicians can, at times, actually embrace
uncertainties around health care. Uncertainty may lead to dread, but it may also
lead to hope.

Hope is valuable not only in itself, but also because it may lead to better
medical outcomes. A recent study of pediatric transplant patients found that
higher levels of hope were associated with lower levels of depression; because
depression contributes to nonadherence to treatment, hope may contribute
to adherence behaviors (Maikranz et al., 2006). At the same time, increased
uncertainty contributed to greater depression, so both uncertainty-reducing
and hope-enhancing strategies may be warranted.

On the other hand, prognostic uncertainty may lead to unrealistic hopes that
delay opportunities for, for example, palliative care that may better serve the
patient’s goals (De Graves and Aranda, 2005). Patients who can approach their
possibilities in a positive way, but retain a clear-eyed view of the probabilities,
are likely to achieve the greatest benefit from embracing uncertainty (Bursztajn
et al., 1990).

Summary

Uncertainty is a fundamental fact of medicine, and one that concerns both
patients and physicians. Patients experience several types of uncertainty, and
physicians have a variety of tools at their disposal for helping patients understand
uncertainty and their feelings toward it, as well as techniques for reducing and
managing uncertainty. The decision science literature provides evidence-based
recommendations for how and when to use these tools and techniques.
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Questions for clinical practice
� What are the most important uncertainties in the decision facing my patient?
� How does my patient regard risk and uncertainty in his or her life? Does she

or he believe in taking chances to achieve big rewards or prefer to opt for
smaller but surer results?

� How can I most effectively and accurately communicate the level of uncer-
tainty associated with a diagnosis, a treatment, or a prognosis to my patient?

� How can I help my patient to cope with their lack of certainty about outcomes
or options?
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Chance and choice

Introduction

Mr. P., 67, showed an increase in his PSA level at his most recent physical.
He underwent a needle biopsy of his prostate which found cancerous cells.
He is now considering whether to undergo a radical prostatectomy, to have a
radiation procedure, or to manage his cancer expectantly, through watchful
waiting. Each treatment option offers some hope of forestalling or curtailing
the growth of the cancer and permitting him to live his full life expectancy
(perhaps dying with prostate cancer, rather than of it). However, each option
also involves risks of serious side effects.

Most medical decisions present the possibility of several possible outcomes,
with no certainty about which will actually occur. This chapter introduces
tools for evaluating and comparing such options by combining information
about the probabilities of outcomes with insights about the values of out-
comes. As such, this chapter builds more heavily than most on the preceding
chapters.

The expectation principle

The key rule for evaluating options that include outcomes that are uncertain is
the expectation principle: the “expected value” of being exposed to the possibility
of an outcome is determined by the value of the outcome and the frequency with
which it would be experienced if you were exposed to the possibility repeatedly.
For example, facing a 1-in-12 chance of losing a year of life expectancy should be
evaluated as facing a certain loss of 1 month (1/12th of 1 year) of life expectancy.
The expected value of such an option is loss of 1 month of life.

At the level of a population of patients, this principle is easy to understand.
If 1 200 patients face the option, about 100 of them (1 in 12) will lose 1 year of
life, while the other 1 100 do not. The net result is 100 years of life lost to the
group of 1 200 patients or, on average, a loss of 1 month per patient.

75
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What puts the expectation principle at odds with actual experience, however,
is that no individual patient in that group ever loses a month of life; each loses
either a year or nothing. But because we do not know in advance, at the time
of the decision, whether a particular patient will be one of the lucky ones or
one of the unlucky ones, each patient is in an identical state of uncertainty and
faces the same expected, or average, loss of one month of life if they must face
this option. Moreover, although a patient may make a particular decision only
once, everyone faces a myriad of decisions throughout the course of their life.
Applying the expectation principle to each individual decision maximizes the
expected results of the entire sequence of life decisions.

Maximizing expected value

The expectation principle is useful when comparing treatment choices. A treat-
ment that has an expected loss of one month of life is likely to be preferable to
one that has an expected loss of one year of life.

More formally, in many cases, people who can measure a “value” related to
their goals want to (and ought to) make decisions to maximize their expected
value. If a patient’s goal is to live as long as possible, their value is measured in life
expectancy, and their choices should seek to maximize their expected length of
life. For example, a 50-year-old patient who is expected to live to 70 years (e.g.,
based on the patient’s risk factors) should agree to a procedure which offers
them an 80% chance of living to 72, and a 20% chance of dying at 69, because
the procedure has an expectation of 71.4 years.

Multiple outcomes

Because no treatments are completely sure, every treatment offers some proba-
bility of at least two outcomes (successful treatment and failed treatment), and
most may result in other outcomes. For example, the most common long-term
outcomes from radical prostatectomy might be those shown in Table 6.1.1

With knowledge of the probabilities and values associated with each outcome
for a particular patient, the expectation principle enables us to develop a measure
of the expected value of choosing this treatment by multiplying each outcome’s
value by its probability and adding each of these products together. Using the
data in Table 6.1, for example, the value of radical prostatectomy is 88.8:

(100 × 66%) + (80 × 20%) + (70 × 4%) + (40 × 10%)

= 66 + 16 + 2.8 + 4 = 88.8

1 Of course, there are more possible outcomes than these (e.g., cure with both incontinence and
erectile dysfunction), but these serve to illustrate the approach.
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Table 6.1 Sample long-term outcomes of radical prostatectomy

Outcome
Probability
estimate (%)

Value
(0–100)

Complete cure (no significant tumor reappearance or
progression before death would occur of other
causes)

66 100

Cure with permanent erectile dysfunction 20 80
Cure with permanent urinary incontinence 4 70
Tumor reappearance leading to early mortality 10 40

Of course, this requires that we have listed all of the relevant outcomes, and
that each is exclusive of the others (the probabilities must add up to 100%).

Unfortunately, many treatment options offer a large number of outcomes,
each with a small independent probability, which means that there are a poten-
tially enormous number of combinations of outcomes that could occur. For
example, an informed consent document for radical prostatectomy from the
Department of Health of the Government of Western Australia (2002) lists
the following potential adverse outcomes (other than those associated with
anesthetics):
� deep vein thrombosis, which may lead to pulmonary embolism, and, rarely,

death
� collapsed lungs, requiring physiotherapy
� wound infection, requiring antibiotics or reopening
� urinary infection, requiring antibiotics
� bleeding during surgery, requiring transfusion
� erectile dysfunction, temporary or permanent
� urinary incontinence (stress leakage common, significant incontinence rare)
� bladder scarring making urination difficult, requiring surgical intervention
� pelvic abscess, possibly requiring drainage
� rectal injury, requiring a temporary colostomy
� reappearance of the tumor

If each of these 11 outcomes has an independent probability of occurrence,
there are over 2 000 different combinations of outcomes, many with miniscule
probabilities.2 Assigning probabilities and values to each of these possible results
may be useful for a computerized decision model but is unlikely to be of much
help to a patient.

2 To be exact, 2 048 combinations. If each event can independently occur or not occur, the number
of potential combinations of the 11 events is 211.
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The informed consent document illustrates another challenge in applying
the expectation principle. In many cases, it is difficult or impossible to obtain
objective probabilities for outcomes or their combinations. When this occurs,
patients should fall back on subjective probabilities (their own or, more likely,
those of their physician), as discussed in Chapter 5. These subjective probabil-
ities embody the decision maker’s best estimates of the likelihood of relevant
outcomes on the basis of the experience, expertise, evidence, and advice avail-
able to him at the time of the decision. Although they may not be perfectly
faithful to the (unknown) objective probabilities, they represent a reasonable
alternative (Edwards, 1954).

The preparation principle

The expectation principle is only useful before a decision is made. Once a patient
has committed to a decision, he will experience one of its actual outcomes, not
the average outcome. Consider a more extreme example: a 55-year-old patient
facing a 1-in-12 chance of losing 12 years of 20-year life expectancy. This patient
would not be well-served by preparing for a life shortened by one year. If he needs
to get his affairs in order before he dies, he must do so under the assumption
that he may only live to age 63.

This is why patients should respect fairly small probabilities of death or per-
manently disabling outcomes.3 Although such chances may not greatly diminish
the expected value of a treatment (and perhaps should not actually weigh against
choosing the treatment), once chosen, a patient may be wise to plan ahead of the
possibility of catastrophe (by preparing their will, signing an advance directive,
doing things they’d always meant to do, etc.).

That is, once a decision has been made, one must plan for the potential outcomes.
We call this the “preparation principle.”

Following this principle, many patients are sensitive not only to the expected
value of an option, but also to its variability, or spread. A 1-in-12 chance of
losing 12 years has the same expectation as a 1-in-3 chance of losing 3 years,
but a much larger spread. When options are equal in expectation, preference
for spread is directly related to risk attitude, discussed in Chapter 5.

On the other hand, few medical decisions promise such precise outcomes. In
practice, “losing a year of life” itself really means losing a year of life, on average.
Some patients will lose more than a year, some less, but the spread is small
enough that we are comfortable characterizing the outcome as loss of a year.

3 In this context, “fairly small” means larger than the patient is exposed to regularly. If the chance of
death is smaller than what they experience during their daily commute, for example, it’s probably
too small to trigger estate planning (or perhaps they should be making those plans before their
next work week!).



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: Yet To Come

CUUK161-06 CUUK161-Schwartz-v2 ISBN: 9780521697699 April 7, 2008 20:21

Chance and choice 79

Expected what?

The maximization of expected value in risky decision making has a long history.4

The mathematics of expectation made their earliest well-known appearance in
Blaise Pascal’s solution to the “Problem of Points” in 1654. The Problem of
Points assumes that there is a game in which the two players have an equal
chance to win a point on each round of the game, and the object of the game
is to be ahead by some number of points. For example, the player who leads
their opponent by six points might win, and the winner gets the entire amount
of money wagered on the game. The Problem itself is this: if the game is ended
early, for example, with one player ahead by only three points, how should the
wager be fairly split between the players? Pascal, in correspondence with his
friend Pierre Fermat, worked out the idea that the each player should receive
their expected value if the game were to continue from that point.

Expected value alone was not a perfect solution to the valuation of risky
gambles, however. The St. Petersburg Paradox, a classic demonstration of the
limitations of expected value, was described by Nicolas Bernoulli in 1713 (and
later solved by his cousin Daniel Bernoulli in 1738). In the Paradox, you are
offered a chance to play a simple game of coin flipping until a tail comes up. If
the first flip is a tail, you win $1. If not, you keep flipping, but each time you
flip a head, the jackpot doubles, until you flip a tail and are paid. The question
posed by N. Bernoulli was how much would be a fair price to pay to play such
a game?

The paradox arises because the expected value of the game is infinite,5 but few
are willing to pay more than a few dollars to pay. Daniel Bernoulli’s resolution
was to note that the pleasure or utility of money decreases as you get more of
it: $10 means more to a poor person than to a rich person. As he put it: utility
resulting from any small increase in wealth will be inversely proportionate to the
quantity of goods previously possessed. As a consequence, the doubling of the
jackpot’s value results in less than a doubling of the jackpot’s utility. Instead of
computing the expected value of the game, Bernoulli argued for computing the
expected utility of the game. Based on his particular theory of the relationship
between value and utility, Bernoulli concluded that the game was worth $2
(Bernoulli, 1954). Bernoulli’s work represents the true inception of expected
utility as a guide to decision making (Mellers, 2000).

Jeremy Bentham, a moral philosopher, picked up on these ideas in his discus-
sion of the “hedonic calculus,” a system for determining the amount of plea-
sure or good associated with an outcome. Bentham considered the utilities of

4 Those interested in the history and science of probability can learn more from Gigerenzer et al.
(1989).

5 Because the sum of the series $1 + (1/2)∗$2 + (1/4)∗$4 + (1/8)∗$8 + . . . is an infinite series of $1
+ $1 + $1 + . . .
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outcomes to be related to their intensity, duration, certainty, nearness, likeli-
hood of later producing further pleasure, unlikelihood of later producing pain,
and the number of individuals over which they extend6 (Bentham, 1970).

The next important extension to expected utility theory was proposed to
guide decision making in cases where perfect data about the probabilities of
outcomes are not available. Subjective expected utility (SEU) theory, generally
credited to Savage (1954), simply posited that where objective probabilities are
not available, subjective probabilities or beliefs should be used in their stead. In
the absence of other data, subjective probabilities were argued to represent the
best approximation of the actual likelihood of events.

When the uncertain outcomes cease to be monetary and become, instead,
health states, the maximization of expected utility translates naturally to the
maximization of health-related (usually multiattribute) quality of life. An imme-
diate difficulty in working out the expected value of a treatment arises when the
possible outcomes are difficult to compare. How does one calculate the expected
value of a neurosurgery that involves a 2% chance of blindness? To make these
calculations, even roughly, requires a way of measuring expected quality of
life, or utility; tools for doing so were discussed in the early chapters of this
book.

What about a 2% chance of blindness, a 1% chance of death, and a 4% chance
of chronic headaches for a year? Here we need a measure that incorporates
outcomes of different durations that affect both quality of life and length of
life. Chapter 4 discussed such a measure, the quality-adjusted life year (QALY),
and such decisions are often analyzed with the goal of maximizing the patient’s
expected QALYs.

What about goals beyond simply quality and length of life? Few models exist
for combining such goals into a single measure; instead, patients may have to
determine which of their options maximize each of their goals and, if the options
conflict, prioritize their goals.

Expectation and calculation

Calculating expected values, utilities, or QALYs involves a great deal of fairly
tedious computation. The operations are quite simple: multiple probability by
value, utility, or QALY and add up all the products, but there are many of them,

6 Bentham’s mnemonic for these attributes was a short poem:

Intense, long, certain, speedy, fruitful, pure –
Such marks in pleasures and in pains endure.
Such pleasures seek, if private be thy end:
If it be public, wide let them extend.
Such pains avoid, whichever be thy view:
If pains must come, let them extend to few.
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Table 6.2 Expected utility worksheet

Outcome name Probability Utility/value
Probability
× Utility

× =
× =
× =
× =
× =
× =
× =
× =
× =
× =

Sum of probabilities should be 100%
Expected utility (sum of probability × utility):

and it’s easy to lose track. The simplest way to keep the calculations straight is
to use a worksheet, like that shown in Table 6.2.7

An electronic version of the worksheet is available on the web at http://araw.
mede.uic.edu/cgi-bin/ev.cgi.

What do patients really do?

Maximizing SEU is a normative strategy: it describes how patients should make
choices to achieve the best possible outcomes (in utility terms). In contrast,
descriptive theories of human decision making seek to describe, explain, and
predict actual decision behavior.

Descriptive utility theories

Historically, maximizing SEU was also an early candidate for a descriptive the-
ory (Edwards, 1954).8 Between 1955 and 1980, however, a series of studies

7 Because the basic operation is two-dimensional, like multiplying the length and width of a square
to find its area, there are also some geometric approaches possible. For example, if probabilities
and utilities are only estimated in discrete increments (e.g., 5% or 5 points on a 100-point scale),
one could even represent each possible outcome by a rectangle made of colored LEGOTM bricks
or similar building blocks, with length corresponding to probability and width to utility. The
overall expected value would be formed by connecting all of the individual rectangles. Because the
weight of such blocks is directly proportional to the area (each block is equally dense), expected
values of different options can then by compared by weighing the bricks against each other.

8 Methods designed to bring actual behavior closer to the results that could be achieved through
normative solutions are referred to as “prescriptive” approaches. This book is an example.
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established that people regularly make decisions that violate the principles of
maximizing SEU. One important set of examples concerns the principle of
“descriptive invariance”: if option A is preferred to option B, it should be pre-
ferred regardless of how the two options are described (as long as the same
information is presented). A key violation of descriptive invariance is illus-
trated by gain/loss framing effects, such as the Asian disease problem described
in Chapter 5 (Tversky and Kahneman, 1981).

This phenomenon – risk aversion when outcomes are framed as gains and
risk seeking when they are framed as losses – has been widely replicated, includ-
ing in studies of patients and physicians around medical treatment decisions
(McNeil et al., 1982).9 It implies that people don’t evaluate decision outcomes
in isolation but relative to their current state. That is, we evaluate the utili-
ties of gains or losses from our current state, not the utilities of final states.
It also implies diminishing marginal value (gaining or losing the next dol-
lar is worth less and less) and loss aversion (disutility of losses is higher than
utility of equivalent gains). Taken together, these phenomena imply a value
function like that shown in Figure 6.1(A). The curve of the function illus-
trates diminishing marginal value; the steeper curve for losses illustrates loss
aversion.

Another series of studies established that people regularly give too much
subjective weight to low probabilities (but not to zero) and too little subjec-
tive weight to high probabilities (but not to certainty). For example, a recent
study of medical decision making found that probabilities of 10% were given
weights equivalent to 22%; probabilities of 90% were given weights equiva-
lent to 68% (Bleichrodt and Pinto, 2000). This phenomenon is illustrated in
Figure 6.1(B).

The best known descriptive theory of decision making that incorporates these
phenomena is cumulative prospect theory (Tversky and Kahneman, 1992), but
there are several other descriptive theories that predict similar behavior, albeit
with slightly different mechanisms (Luce and Fishburn, 1991; Birnbaum, Patton,
and Lott, 1999; Miyamoto, 2000).

The practical import of these findings is that people, unaided, will not usually
make decisions that maximize SEU, particularly in cases that involve a combi-
nation of gains and losses from their current state and probabilities that are very
small or very large. Because this characterizes many, if not most, significant
medical decisions, there are good opportunities for physicians to alert their
patients to these phenomena and to aid their patients in ensuring that their
intuitive choices will in fact serve their goals.

9 One recent paper found that risk attitudes for a hypothetical health decision in the domain of gains
(measured in “relapse-free days”) were risk neutral overall, although they varied widely among
respondents. Risk attitude for losses was not measured in this study (Prosser and Wittenberg,
2007).
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Figure 6.1 (A) Descriptive value function. (B) Descriptive probability weighting function.
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Table 6.3 Sample long-term outcomes of watchful waiting

Outcome
Probability
estimate (%)

Value
(0–100)

No significant tumor progression before death would
occur of other causes

67 100

Tumor progression leading to permanent erectile
dysfunction

2 80

Tumor progression leading to permanent urinary
incontinence

2 70

Tumor progression leading to early mortality 29 40

Alternatives to expectation

Multiplying values by decision weights and maximizing expected value (or util-
ity, etc.) is not the only way that choices can be made. Although proponents of
expectation can demonstrate that it is optimal (i.e., there is no other strategy
that will reliably outperform it, on average, in achieving goals that can be quan-
tified), it is data intensive, time consuming, and cognitively difficult to perform
a complete, or even approximate, expected value calculation for a significant
health choice such as prostatectomy. Several “biased” strategies that rely on
considerably fewer data and almost no calculation have also been described and
have been shown to characterize decision behavior in some cases.

Considering again Mr. P.’s decision, and using the sample long-term outcomes
in Table 6.1 for prostatectomy and Table 6.3 for watchful waiting, this section
illustrates four well-known nonexpectation strategies.

Lexicographic choices

A “lexicographic” strategy is one that compares options attribute by attribute,
typically beginning with the most important attribute, and concluding as soon as
one option clearly outperforms the other on an attribute. Because no trade-offs
are made between attributes,10 and many fewer attributes (often just one) are
considered, lexicographic strategies are easy and fast. In situations in which the
patient has a single primary goal that’s much more important than the others,
or in which performance on most attributes are correlated, the lexicographic
strategy may be nearly as good as strategies based on expectation, as well.

If Mr. P.’s most important attribute is length of life (as suggested by his value
ratings), a lexicographic strategy would conclude that surgery is the best choice.

10 In the decision literature, strategies which proceed without the possibility of trade-offs are referred
to as “noncompensatory.”
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Minimax

Minimax is short for “minimize the maximum loss,” and that’s exactly what the
minimax strategy is about. People who use this strategy determine the worst
case11 that could occur under each of their options and choose the option that has
the best worst case. This results in very conservative decisions. For example, given
a choice between a procedure that has a 1% chance of death and a 99% chance of
cure and another with a 50% chance of partial failure (making their condition
somewhat worse) and a 50% chance of partial cure (making their condition
somewhat better), the true minimaxer will select the latter procedure. Indeed,
a pure minimax strategy will never choose any procedure that involves a risk
of a health state worse than would be experienced without treatment; because
this is often clinically impossible, this strategy often recommends doing nothing
unless a sure cure is available.

In Mr. P.’s case, as the worst result under the available choices is early mortality,
and early mortality is more likely under watchful waiting (29%) than surgery
(10%), a minimax strategy also suggests surgery.

Maximax

If a minimaxer always sees the glass as half empty, the maximaxer always sees it as
half full. The maximax strategy is to “maximize the maximum gain” – to choose
the option that offers, however unlikely, the best result. For example, given a
choice between a procedure that has a 10% chance of death and a 90% chance of
cure and another with a 50% chance of partial failure (making their condition
somewhat worse) and a 50% chance of partial cure (making their condition
somewhat better), the true maximaxer will select the former procedure.

In Mr. P.’s case, the best result under each choice is symptom-free life with-
out early mortality. Accordingly, a maximax strategy suggests watchful waiting,
which has the greatest likelihood of resulting in this outcome (67% vs. 66% for
surgery).

Minimizing regret

Regret minimizing is a different approach to decision making altogether. A regret
minimizer asks himself, “How would I feel if I made this choice and things turned
out badly?” Because regret is not simply a reflection of the expected value of the
options, but also includes such considerations as how surprising a bad outcome
would be, and how responsible the patient would feel for the outcome as a result
of their choice, regret-minimizing strategies can result in substantially different
decisions.

11 Or the “reasonable worst case.” Even minimaxers regularly ignore possibilities that are highly
unlikely.
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For example, Mr. P. might conclude that it would be much worse to die
from cancer knowing that he had not done all he could to treat it than to die
from cancer (or experience a poor long-term outcome) after taking the actions
available to him to seek a cure (e.g., undergoing surgery or other treatment).

There are good arguments for trying to anticipate regret and similar postdeci-
sion emotions. Because it is these feelings that are experienced, perhaps achiev-
ing the best feelings is preferable to achieving the highest utility or expected
utility. On the other hand, minimizing regret can also be dangerous, particu-
larly when people find bad outcomes due to action to be more regrettable than
bad outcomes due to inaction, a pattern of responses that has been referred to
as “omission bias.” For example, research has shown that some people would
refuse to vaccinate their children if the vaccination itself has a chance of causing
death, even when that chance is lower than the chance of death from disease for
an child left unvaccinated (Ritov and Baron, 1990; Asch et al., 1994).

Using gist

Psychologist Valerie Reyna and her colleagues have argued that more attention
should be paid to the representations of outcomes and probabilities in memory
rather than their combination at the time of decision. Her research focuses on a
model of memory called “fuzzy trace theory” (FTT; Brainerd and Reyna, 1992;
Reyna, 2004). The FTT is a dual-process memory model; according to FTT,
our memories record both the verbatim details of events and information and a
fuzzy or “gist” representation that includes only very rough qualitative features
of the information. For example, the gist of Mr. P.’s options might be illustrated
by Table 6.4.

As the table shows, each outcome’s gist might consist of a rough characteri-
zation of the probability and a rough characterization of the value. Very small
probabilities are essentially treated as “none,” and moderate probabilities may
be lumped together as “maybe” or “likely,” depending on whether they’re more
than 50%. Similarly, outcomes are broadly characterized.

Reyna and colleagues argue that in most decisions, the gist representation is
activated first and is the primary focus of decision making. Moreover, in many
cases, it obviates the need for consideration of difficult trade-offs. For example,
on the basis of the representation in Table 6.4, watchful waiting appears the
obvious and transparent better choice.

Although the verbatim representation is also present, it is more effortful to
retrieve and use and thus less likely to be involved in decision making. Reyna
and colleagues not only demonstrate how use of gist results in decisions that
systematically differ from maximizing subjective expected value, but also sug-
gest that gist-based decision making is adaptive, and can in fact represent the
highest development of reasoning. For example, in a study of medical students,
residents, and attending physicians with a wide range of expertise in cardiac care,
Reyna and Lloyd (2006) found that the more expert respondents performed best
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Table 6.4 Sample long-term outcome gist of radical prostatectomy and watchful
waiting

Probability
estimate

Value
(0–100)

Radical prostatectomy outcomes
Complete cure (no significant tumor reappearance or

progression before death would occur of other causes)
Likely Perfect

Cure with permanent erectile dysfunction Maybe Fair
Cure with permanent urinary incontinence Maybe Fair
Tumor reappearance leading to early mortality Maybe Bad

Watchful waiting outcomes
No significant tumor progression before death would

occur of other causes
Likely Perfect

Tumor progression leading to permanent erectile
dysfunction

None Fair

Tumor progression leading to permanent urinary
incontinence

None Fair

Tumor progression leading to early mortality Maybe Bad

at estimating cardiac risk but used less information in their management deci-
sions.

Summary

Two principles are important in decision making with uncertain outcomes.
The expectation principle states that a decision maker should attempt to max-
imize his or her SEU (or other measure of goals) in each decision taken. The
preparation principle states that once a decision is taken, the decision maker
should consider the range of possible outcomes and prepare for them. In prac-
tice, patients make decisions using a variety of strategies, most of which are
unlikely to maximize their long-term goals; physicians thus have an opportu-
nity to provide meaningful benefit to patient decision making by examining
and improving their decision strategies.

Questions for clinical practice
� What are the expected, or average, outcomes that my patient will receive under

each treatment option?
� Once a treatment option is selected, what are the actual outcomes that my

patient should prepare for?
� If my patient does not use the expectation principle, how might she or he be

making decisions? Could these approaches result in poorer outcomes?
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7

Confidence

Introduction

Mr. R. is seeing his physician because his blood pressure was elevated on a
recent life insurance physical. The physician, Dr. M., confirmed his elevated
pressure on three different occasions and, based on this information, made
the diagnosis of hypertension. On testing, Mr. R. was also found to have an
elevated total cholesterol and a low HDL cholesterol level. His doctor asked
Mr. R. to come in to the office so that they could discuss treatment of his
blood pressure.

Dr. M.: You know Mr. R., the reason I am so interested in working with you
to lower your blood pressure is that you can reduce your risk of heart
attack and stroke. This seems to me to be a good goal and one I can
help you with.

Mr. R.: That sounds like a good goal, doctor, but how high is my risk if I
don’t do anything for my blood pressure?

Dr. M.: Seeing that you are 55 years old, don’t have diabetes, don’t smoke,
but do have a total cholesterol of 286, which is high, an HDL of 32,
which is low, and your blood pressure has been averaging 146/80, I
can predict that you have a 19% chance of a either having a heart
attack or dying of a heart attack in the next 10 years.1

Mr. R.: That is high. I can see your point, but how confident are you in this
prediction for me? Is that 19% chance a sure thing or a pretty fuzzy
guess? How certain is it that treatment will lower this number?

Determining the best choice to achieve a goal is not always enough to com-
plete a decision. Often, a physician, policy maker, or patient is also concerned
with how confident they should be that the recommended choice is superior

1 Calculated using the Risk Assessment Tool at http://hp2010.nhlbihin.net/atpiii/calculator.asp?
usertype=prof, based on Antonopoulos (2002).
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to other options, and the conditions under which another option would be
recommended instead.

The term confidence is regularly used in at least two ways in medical decision
making: as a statistical statement about uncertainties and as a phenomenolog-
ical statement about the subjective feeling of accuracy or lack of conflict in a
judgment.2 This chapter discusses both statistical and subjective confidence.

Statistical confidence

“Confidence” has a particular and peculiar meaning in statistics. Researchers
typically try to describe the degree of “uncertainty about uncertainty” by pro-
viding ranges or bounds on any probability they describe. The most common
approach is to give “confidence intervals”; for example, the probability of an
allergic reaction to a drug found in a clinical trial may be described as 3% with
a 95% confidence interval (95% CI) ranging from 1% to 5%. The meaning of
a confidence interval is not entirely intuitive. This 95% CI means that there is a
95% chance that the interval found in the study (1% to 5%) contains the true
probability. Of course, there is conversely a 5% chance that the interval does not
include the true probability, but scientific convention tends to discount events
that occur 5% of the time or less.

Although confidence intervals are valuable in describing the range of an
uncertainty, they are confusing to patients and many nonstatisticians, for two
reasons. First, the confidence interval itself is described by a percentage (e.g., 95%
CI or 99% CI), and this percentage is easily confused with the actual, medical
uncertainty of interest. The percentage in the confidence interval (e.g., 95%) is
chosen by scientific convention, and has no bearing on the actual uncertainty
in the decision.

Second, the 95% CI is easily misinterpreted as meaning that it is 95% likely
that the true probability lies between 1% and 5%. This is not the case. The true
value either lies in the interval or doesn’t; it can’t “maybe” lie in the interval. The
true value of the probability is fixed – we just do not know this true value. The
confidence interval tells us that we have estimated a numerical interval which
has a 95% chance of containing the true value. It is our estimate of this true
value that is uncertain and around which the confidence interval is formed. In
addition, this misinterpretation suggests that the true value of the probability
must be at least near that range, which is not the same as the idea that it is
95% likely that the interval 1% to 5% contains the true probability (which may
actually be anywhere outside that range).

2 Confidence is also used in a third way, as a synonym for trust, for example, “the patient’s confidence
in his physician” or “the physician’s confidence in her patient’s ability to follow directions.” This
sort of confidence can also be important in implementing medical decisions but is not considered
in this chapter.
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This misinterpretation of a confidence interval is a natural consequence of dif-
ference between frequentist and Bayesian statistics, the two primary approaches
to probability and statistics. For frequentists, probability expresses the relative
frequency of an event; for Bayesians, probability expresses the subjective belief in
an event. A statement that it is 95% likely that the true probability lies between
1% and 5% is a subjective belief referred to as a “credible interval” among
Bayesian statisticians. Credible intervals are not regularly computed in biomed-
ical research, both because Bayesian methods are not widely used, and because
such methods often require more detailed data than non-Bayesian approaches.3

The 95% CI gets particularly confusing if we are talking about the 95% CI
for a probability as we are doing in this chapter. When explaining confidence
intervals, it often helps to consider the 95% CI around a physical measure,
instead, such as the distance of Barry Bonds’ record-breaking 756th home run.
Imagine that we buy a very long tape measure and fix one end to home plate
and stretch the other end to the point of impact of the baseball. We do this
same procedure 100 different times and although we are very careful we get
different measurements each time (because we’re not perfect, because the tape
measure expands and contracts with changes in humidity, etc.), From these
data we calculate a mean estimated distance. For such physical measurements,
which are normally distributed, we can further calculate a standard deviation
of our measurements, a standard error of our estimate, and the 95% CI of the
mean we have calculated from our 100 measurements. Because it’s a 95% CI, we
expect that five of our home run measurements will be outside the confidence
interval; any (or none) of the 100 measurements could be the true home run
ball distance. We cannot say that there is a 95% chance that the true value is
inside the interval as the true value of the home run distance is a fixed value and
is either inside or outside the interval. We can say that there is a 95% chance
that the interval we calculated contains the true measurement.

Confidence intervals are nevertheless quite useful in characterizing the sta-
tistical reliability of an estimate. For example, in cost-effectiveness analysis (see
Chapter 12), it is common to use a computer to simulate prior distributions
of model parameters (costs, outcomes, etc.) and to construct confidence inter-
vals around the probability that one intervention will be more cost-effective
than others. They are also regularly used in the research literature to graphically
display the precision of an estimate.

For example, Dr. M.’s estimate of Mr. R.’s 10-year risk of a heart attack is
19%. This estimate is based on a well-studied risk factor model applied to a
population of patients (Wilson et al., 1998; Lloyd-Jones et al., 2004). For any
particular patient, however, the model prediction is only an estimate. If the 95%

3 Specifically, Bayesian statistics often require knowledge of distributions of prior probabilities:
before the study was conducted, how likely was it that individual patients would have allergic
reactions to the drug? These distributions are difficult to estimate in many cases.
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CI around the estimate ranges from 15% to 24%, Dr. M. can inform Mr. R. that
he is quite certain that this range contains Mr. R.’s actual 10-year risk.

Subjective confidence

Subjective confidence is different from statistical confidence. It is usually thought
of as the degree to which a person believes they are correct about a judgment
and are willing to say so. Subjective confidence can be important when there
is no objective guide to accuracy; in these cases, decision makers usually prefer
to make the judgment in which they have the greatest confidence; therefore,
subjective confidence can not only drive judgments, it can motivate an individ-
ual’s further behaviors (Weber et al., 2000). Subjective confidence is also a tool
that people often use to check on the accuracy of decisions that are objectively
guided. Many decision makers want a decision not only to be logical but to
feel right. Accordingly, there has been some concern that decision makers have
appropriate levels of confidence in their judgments – because either over- and
underconfidence could result in suboptimal decisions.

Subjective confidence can be measured in several ways. People are regularly
asked to state their confidence verbally or numerically: “Just how sure are you
of that?” Confidence in an outcome is also measured behaviorally, and perhaps
more objectively, by asking how willing someone is to take a bet that the outcome
they predict will actually occur. A person who is willing to take a bet that pays $10
if they are correct but costs them $50 if they are wrong must be quite confident
that they are correct, because they are willing to accept a gamble at 5:1 odds
against the outcome.

For example, Dr. M. might tell Mr. R., that although he can never be com-
pletely certain, he feels very confident that successful treatment for high blood
pressure will reduce Mr. R.’s 10-year risk of heart attack by one third (to 13%).
Dr. M. might express this confidence numerically (“Personally, I’m 90% sure
that we’ll be able to achieve that”). An insurer would be likely to express
confidence in this treatment plan by covering it (effectively displaying will-
ingness to gamble up to the cost of the treatment on the effectiveness of the
treatment).

Overconfidence and underconfidence

“Overconfidence” is characterized by being more certain of an outcome than
appropriate; it is often observed by asking people to give a range of outcomes
that they believe has a given (e.g., 95%) chance of including the true outcome
and measuring how often their range does, in fact, include the true outcome.
That is, people are asked to produce a confidence interval, and overconfidence
is measured by examining whether, over a series of these intervals, the true value
is included within the interval with the right frequency.
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For example, someone might be asked to provide estimates of the number
of cars that the five largest automobile manufactures (GM, Toyota, Daimler/
Chrysler, Ford, Volkswagen) produced in the first quarter of 2007 along with
ranges for each company that they believe has a 95% chance of including the
true production. The person who is overconfident in his or her knowledge of
car production likely will choose 95% intervals that are too narrow and fail to
capture the true value more than the expected 5% of the time. In short, the
overconfident decision maker believes he is correct more often than he is.

Overconfidence in medical judgment, particularly in diagnosis, can retard a
physician’s ability to incorporate new and conflicting information into a diag-
nostic workup, and can lead to missing important diagnostic cues. Conversely,
the underconfident decision maker believes he is correct less often than he is,
and provides unnecessarily wide ranges around estimates. Underconfidence in
medical decision making can lead to decision paralysis, in which the decision
maker never feels that her judgments are sufficiently reliable to take action; when
forced to make a choice nonetheless, the decision maker experiences feelings of
anxiety and worry.

Calibration

When considering a person’s subjective estimate of probability one naturally
wonders how accurate that person is. An important measure of the accuracy of
someone’s confidence judgments is his or her “calibration.” Calibration refers
to the relationship between the numerical confidence than an event will occur
and the actual frequency with which the event occurs.

A meaningful definition of good calibration is one that looks at how well the
person judges the likelihood of an event across all situations (Blattenberger and
Lad, 1985) and not just in one single and global situation. For example, imagine
that we followed a group of 100 patients presenting to the emergency room with
chest pain whom the attending physician has admitted to the hospital because
he judged that these patients had a 30% chance (each) of myocardial infarction
(MI). The next day we determine that 30 of those 100 patients actually had
suffered an MI. We might say that the physician is calibrated in his judgments.
That is, when he estimates that a patient has a 30% probability of MI, it accurately
reflects a 30% chance of MI.

But to really make statements about the calibration of his judgment we need
to know more; it is not sufficient to examine only one group or some par-
ticular event or events. If the emergency room physician estimated the same
30% MI probability for a 21-year-old man with chest pain after falling off his
bicycle as for a 68-year-old man with a long history of diabetes and hyperten-
sion who now presents with shortness of breath and crushing chest pain, we
would not be impressed at the physician’s judgments. Similarly, a physician may
be correct when he judges that 10% of adult patients with sore throats have
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streptococcal pharyngitis, but still show himself to be poorly calibrated when
he can’t differentiate a high-probability case (a patient with fever, adenopa-
thy, and tonsillar exudates) from a low-probability case (without these find-
ings). We can best assess the physician’s calibration when we examine all of
the physician’s probability judgments, across a large number of patients and
situations, and then compare these estimates to the actual frequency of the out-
comes.

Being well calibrated is a challenge for physicians and although they can be
correct in their global estimate of probability, it is being correct in a specific
situation that is important to the patient. An example of being able to make a
correct global estimate of probability but still fail to discriminate between high-
risk and low-risk cases was reported by Ebell et al. (1996). Physicians who are
routinely involved in helping patients make advance directives need to be able to
give their patients accurate estimates of survival with CPR. Ebell and colleagues
asked physicians to read standardized chart abstracts from hospitalized patients
who had undergone CPR. Based on these abstracts, these physicians had to esti-
mate the probability of survival following CPR for individual patients. Globally,
the physicians were remarkably accurate in estimating the percentage of the
patients who survived cardiac arrest with CPR. However, these physicians also
assigned similar probabilities of survival to all the patients: those patients who
actually survived and those who died. In other words, the physicians could make
an accurate global estimate but could not make accurate probability estimates
at the patient level.

The examination of calibration is thus challenging because it requires a large
number of estimates across a varied population. The result of such a study
frequently takes the form of a calibration curve, as illustrated in Figure 7.1. In
this figure, the straight diagonal line represents perfect calibration: for any given
subjective probability, the observed frequency of the event is identical. The solid
line marked with squares illustrates a general underconfidence; the observed fre-
quency is always higher than the subjective probability. In contrast, the dashed
line marked with triangles illustrates overconfidence, particularly for more fre-
quently observed events; for example, events with a subjective probability of
99% actually occur only about 75% of the time.

Some researchers distinguish two kinds of overconfidence: “overprediction”
and “overextremity” (Griffin and Brenner, 2004). “Overprediction” is a gen-
eral bias toward giving too high a confidence rating; the overconfident curve
shown in Figure 7.1 is an example of overprediction – the subjective proba-
bility is always higher than the observed frequency. “Overextremity” is a bias
toward giving overly extreme probability values – too high a subjective proba-
bility when the observed frequency is high and too low a subjective probability
when the observed frequency is low. Similar distinctions can be made between
underprediction and underextremity.
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Figure 7.1 Calibration curves.

One group that is regularly called upon to make confidence judgments about
uncertain events is weather forecasters, and weather forecasters have been shown
to be remarkably well-calibrated in judgments of short-term probability of pre-
cipitation and temperature (Murphy and Winkler, 1984; Stewart, Roebber, and
Bosart, 1997). Several factors may explain this superior performance. Weather
involves fairly well-understood physical processes, and forecasters have access to
models of these processes. Weather forecasters make explicit forecasts of com-
mon events like precipitation regularly and receive regular and timely feedback
on their forecasting success. Finally, weather forecasts are truly exogenous; fore-
casts do not themselves affect the forecasted events (i.e., the weather). When
predicting unusual weather events such as tornado watches, however, weather
forecasters are much less well calibrated (Murphy and Winkler 1982; Koehler,
Brenner, and Griffin, 2002).

Although calibration of subjective confidence focuses on the physician’s ex-
pression of confidence in their judgment, it is also possible to examine the calib-
ration of a prediction rule, such as the Framingham risk factor model that Dr. M.
applies in his discussion with Mr. R. Studies of the application of that model
across many different populations has found that it is quite well-calibrated for
patients in the United States, Australia, and New Zealand, but has a tendency
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toward overprediction for patients in Europe. That is, it predicts a higher risk
of cardiac events than are actually found to occur (Eichler et al., 2007).

Improving calibration

Simply informing people about the phenomenon of overconfidence has little
effect on their calibration. On the other hand, providing calibration feedback,
in which judges are shown their own calibration curves, has been found to
be effective in reducing overconfidence and improving calibration (Sieck and
Arkes, 2005). Unfortunately, such feedback is difficult to provide in the context
of clinical medicine, in which patients are usually encountered and considered
individually and physicians frequently do not obtain feedback on their judg-
ments.

More clinically promising approaches include discussion and searching for
conflicting evidence. Koriat, Lichtenstein, and Fischhoff (1980) reduced over-
confidence by asking people to consider conflicting evidence that would weigh
against their initial belief. Arkes, Shaffer, and Medow (1987) showed that group
discussion with peers could improve calibration as well. Both of these tech-
niques encourage deeper consideration of choice alternatives and allow for the
combination of multiple viewpoints (Weber et al., 2000; Armstrong, 2001);
moreover, collegial discussion of cases is a venerable tradition in medicine and
occurs naturally in most group practices. What is important in such discussions
is to ensure that an effort is made to look for contradictory and disconfirming
evidence, not only evidence that confirms or increases confidence in the initial
judgment. Sadly, despite promising methods of improving physicians’ probabil-
ity calibration, some studies suggest that simply helping physicians to become
better calibrated may not significantly impact their treatment decisions. In one
study, physicians taught to make more accurate estimates of the likelihood of a
strep throat infection did not reduce their use of antibiotics (Poses et al., 1985;
Poses, Cebul, and Wigton, 1995).

Confidence and conflict

Although most people think of confidence as a statement about belief in the
accuracy of a judgment, Weber et al. (2000) provided a convincing demonstra-
tion that confidence may instead reflect a lack of conflict about the decision. In
their study, they asked 84 physicians to generate most likely and second most
likely diagnoses for cases and to give their confidence in each diagnosis and in
the proposition that the correct diagnosis was somewhere in their set. Confi-
dence in the set should always be higher than confidence in any single diagnosis
(and it was); moreover, if confidence reflects belief in accuracy of judgment,
the confidence in the set should be higher when the top two diagnoses are both
likely than when one is likely and the other considerably less likely. Instead,
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confidence was reduced when the top two diagnoses were both judged to be
quite likely.

The authors conclude that expressions of confidence may actually be expres-
sions of a lack of decision conflict. When there is only one likely diagnosis, the
confidence in the set is high, because there is little conflict about which diag-
nosis is correct. When there are two likely diagnoses, however, there is much
more conflict about which is the most likely diagnosis, and this is reflected in a
lower overall confidence for the set. In support of this theory, physicians who
mentioned a rival hypothesis when discussing their reasoning for selecting their
most likely diagnoses also tended to have lower confidence in that diagnosis (as
well as in the set of diagnoses).

Confidence, evidence, and expertise

Although both novices and experts may express confidence, these statements
do not have the same import. Experts who are highly confident tend to be right;
when not confident, their judgments tend not to be associated with outcomes
(McNeil et al., 1982; Friedman et al., 2001). In contrast, confidence judgments
of medical students are not related to whether they have correctly or incorrectly
diagnosed a case.

However, even expert judgment is sensitive to features of the judgment
domain. Research on medical judgments by physicians have found that when
making judgments of high-probability events, physicians tend to underpre-
dict the events. When making judgments of low-probability events, physicians
tend to be well-calibrated when the events are highly discriminable (there is
considerable evidence available to the physician that is relevant to making the
judgment) but to overpredict when events are poorly discriminable. This pat-
tern of responses can be explained by assuming that confidence judgments,
particularly by experts, represent measures of the amount and quality of sup-
porting evidence for the judgment (Koehler et al., 2002). When the physician
can find many arguments in favor of a diagnosis, she will be highly confident in
the diagnosis.

Summary

Both patients and physicians are more comfortable about their decisions when
they are confident that there are no options superior to the one they have
chosen. Moreover, decision makers usually prefer to make the judgment in which
they have the greatest confidence. Both statistical and subjective confidence
provide useful information about decision recommendations, despite concerns
about subjective under- and overprediction. Making the appropriate treatment
judgment is linked to good probability calibration, but good calibration is not
sufficient.
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Questions for clinical practice
� When I provide patients with estimates, such the likelihood that their dis-

ease will progress or a treatment will be successful, would they benefit from
knowing the statistical confidence interval around the estimate?

� When I provide patients with estimates, how (subjectively) confident am I in
my estimate, and why?

� Are there opportunities to improve my confidence judgments (or those of my
associates) by getting regular feedback about calibration or creating systems
to ensure that disconfirming evidence will be considered?



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: Yet To Come

CUUK161-08 CUUK161-Schwartz-v2 ISBN: 9780521697699 April 7, 2008 17:1

Part IV

Developing information

99



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: Yet To Come

CUUK161-08 CUUK161-Schwartz-v2 ISBN: 9780521697699 April 7, 2008 17:1

100



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: Yet To Come

CUUK161-08 CUUK161-Schwartz-v2 ISBN: 9780521697699 April 7, 2008 17:1

8

Visualizing decisions

Introduction

Pat and Sam are a married couple with no children. Each is 35 years old, and
they are expecting their first child in about 6 months. They are concerned
about the possibility of having a child with Down’s syndrome. Their obste-
trician has offered them the option of having an amniocentesis, having a
“quadruple screen” serum test (a blood test measuring serum α-fetoprotein,
human chorionic gonadotropin, unconjugated estriol, and inhibin), possi-
bly followed by amniocentesis if the quadruple screen is positive, or skipping
testing altogether.

One of the most powerful classes of decision aids are tools for making options,
outcomes, and attributes visually comprehensible. This chapter introduces sev-
eral different kinds of decision visualization and communication tools and
develops a vocabulary and taxonomy for creating and evaluating new tools.
Particular attention is given to tools for constructing choice sets, weighing and
evaluating attributes, and representing the structure of decisions.

Constructing strategies

At first, Pat and Sam seem to have three choices; their obstetrician has informed
them that they can have a blood test, an amniocentesis, or no testing. However,
these initial decisions can lead to further decisions. A “strategy” refers to a
complete sequence of decisions – a full guideline from the initial decision to
the final outcome. Pat and Sam have many more than three strategies, some of
which are shown in Table 8.1.

In principle, some of the strategies can be excluded as they may be obviously
unacceptable to Pat and Sam. For example, strategy 8, terminating the pregnancy
without any testing, is clearly an unacceptable strategy, because they desire to
have a child. Strategy 4 in the table, in which the pregnancy termination decision
is based solely on the quadruple screen, is similarly unlikely to be appropriate;
given the relative safety (to the mother) of amniocentesis, risking a small chance

101
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Table 8.1 Selected strategies for Pat and Sam

1. Have no testing and continue the pregnancy
2. Have amniocentesis

If amniocentesis positive, terminate the pregnancy
If amniocentesis negative, continue the pregnancy

3. Have amniocentesis
Regardless of result, continue the pregnancy

4. Have blood test
If blood test positive, terminate the pregnancy with no further testing
If blood test negative, continue the pregnancy with no further testing

5. Have blood test
Regardless of result, continue the pregnancy with no further testing

6. Have blood test.
If blood test positive, have amniocentesis
If amniocentesis positive, terminate the pregnancy with no further testing
If amniocentesis negative, continue the pregnancy with no further testing
If blood test negative, continue the pregnancy

7. Have blood test.
If blood test positive, have amniocentesis
Regardless of result, continue the pregnancy
If blood test negative, continue the pregnancy with no further testing

8. Terminate pregnancy without any testing

of a procedure-related miscarriage to rule out Down’s syndrome seems more
reasonable than terminating the pregnancy for certain on the basis of a weaker
test.

Although it is a basic principle of decision making that one should not conduct
a test if it will not influence a decision, this ignores the value of information
itself – people seeking testing not to change what they will do but to mentally
prepare for what they will need to do. Strategies 5 and 7, in which the couple will
continue the pregnancy regardless of the results of tests, may be sensible in this
context. For example, knowing or suspecting that their child may have Down’s
syndrome may enable Pat and Sam to better prepare psychologically for their role
as parents to such a child, or may lead them to seek greater support. Conversely,
knowing that their child does not have Down’s syndrome may provide greater
freedom from worry and anxiety.

One useful way to construct strategies to compare is to draw a picture of
the decisions that the patient may face, using arrows to indicate the order in
which the decisions can be taken. Figure 8.1 illustrates this process. At the
outset, there are two possible choices that can be made: to ship testing, to
undergo the quadruple screen, to undergo amniocentesis, or to terminate the
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Start

Have quadruple screen
blood test?

Have amniocentesis?

Terminate pregnancy?

End

Figure 8.1 Building strategies from choices.

pregnancy. If quadruple screen is chosen, amniocentesis can follow but not
vice versa.

Each path from the “start” to “end” in the choice diagram represents a strategy.
In the example, there are eight strategies:
1. no testing
2. quadruple screen only (continue the pregnancy regardless)
3. quadruple screen followed (if positive) by termination
4. quadruple screen followed (if positive) by amniocentesis (and then continue

the pregnancy regardless)
5. quadruple screen followed (if positive) by amniocentesis followed (if positive)

by termination
6. amniocentesis only (and then continue the pregnancy regardless)
7. amniocentesis followed (if positive) by termination
8. unconditional termination

The paths represent all of the strategies listed in Table 8.1. Dashed arrows des-
ignate the unrealistic strategies of unconditional termination and termination
following positive quadruple screen only and are included for completeness;
in practice, unrealistic or unacceptable paths could simply be left out or
erased.
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Figure 8.2 A goal map.

Weighing attributes

Having examined their initial set of decisions and the possible strategies they
could select, Pat and Sam must also determine their goals in the decision and
develop and prioritize the attributes they will use to evaluate their outcomes.
Methods for developing goals and attributes were introduced in Chapters 1, 2,
and 3; in this chapter, we focus on visualization.

Goals and attributes can be naturally visualized in a hierarchical tree, a method
often used in the early stages of the analytic hierarchy process discussed in
Chapter 2. For example, Pat and Sam’s goals in their decision making might be:
� Have a child.
� Maintain their current lifestyle.
� Minimize uncertainty about the future.

Although having a child is a goal that is either achieved or not, the other goals
involve multiple attributes that can each vary in their level of achievement. For
example, maintaining one’s current lifestyle might include such attributes as
financial well-being, emotional well-being, and professional opportunities; all
of these will be affected to some degree by pregnancy and childbirth. Similarly,
minimizing uncertainty includes both knowing what to expect from the future
and controlling what will happen in the future. Figure 8.2 presents a map illus-
trating the hierarchy of goals and attributes; in this figure, the most important
goals appear nearer the top, and less important goals below them.

Pat and Sam may also have constraints; for example, they may not believe
in terminating a pregnancy for any reason, or they may not believe in termi-
nating a pregnancy unless the mother’s life is endangered. These should also be
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represented, and assigned importance: are these non-negotiable constraints, or
can they be traded off to achieve other goals?

Evaluating attributes of outcomes

Pat and Sam face several possible outcomes, depending on their choice of strat-
egy. These include:
� Bear a healthy child.
� Bear and raise a child with Down’s syndrome.
� Bear a child with Down’s syndrome who does not survive infancy.
� Miscarry a child with Down’s syndrome.
� Terminate a pregnancy to avoid carrying a child with Down’s syndrome.

Using their map of goals, Pat and Sam can consider each outcome in turn and
use the map either to decompose the outcome into attributes and assign value
to it, or to (holistically) consider the outcome in light of their goals and assign
it a value. As a result of this process, they might assign a value of 100 to bearing
a health child, 80 to raising a child with Down’s syndrome, 30 to terminating a
pregnancy, 20 to miscarrying a child with Down’s syndrome during pregnancy,
and 0 to bearing a child with Down’s syndrome who dies in infancy.

Visualizing decisions

Pat and Sam now have all the information they need to construct a representation
of the decision as a whole that they can use to guide them in choosing a strategy.
This representation should bring together all they know about their options.
For each option, they know its sequence in each strategy, its possible outcomes,
and the probabilities of those outcomes (which might be visualized using the
graphical approaches to communicating uncertainty discussed in Chapter 5).
For each outcome, they know its utility – how its attributes stack up in terms of
achieving their goals.

Pro and con lists

A very familiar and surprisingly useful approach to visualizing decisions is
to enumerate, for each choice (or sequence of choices), the pros and cons of
making that choice. Naturally, the pros and cons should be based on the decision
maker’s goals and values, and more important advantages and disadvantages
(those having greater impact on higher priority values) should be enumerated
first.

This process is typically holistic and noncompensatory (i.e., it does not
emphasize trade-offs between values) and will thus sometimes result in choices
that do not maximize the subjective expected utility of the decision maker. On
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Table 8.2 Pro and con list

Strategy Pros Cons

3. Have amniocentesis;
regardless of result,
continue the pregnancy.

Minimizes uncertainty.
Provides preparation if

fetus has Down’s
syndrome.

Potential procedure-
related loss (1%)

7. Have blood test.
If blood test positive,

have amniocentesis
and regardless of
result, continue the
pregnancy

If blood test negative,
continue the
pregnancy.

Reduces uncertainty
considerably (small
chance of false-negative
blood test).

Provides preparation if
fetus has Down’s
syndrome.

Potential procedure-
related loss from
amniocentesis (but only
if blood test is positive)

6. Have blood test.
If blood test positive,

have amniocentesis,
and terminate the
pregnancy if positive.
If blood test negative,
continue the
pregnancy.

Reduces uncertainty
considerably (small
chance of false-negative
blood test).

Reduces chance of lifestyle
changes due to having
child with Down’s
syndrome.

Potential procedure-
related loss from
amniocentesis (only if
blood test is positive).

Potential termination of
pregnancy.

the other hand, pro and con lists are often a fast and easy way to identify strate-
gies that are dominated – worse than another strategy no matter what – and
these can, and should, be eliminated.1 Pro and con lists also usually point up
the key trade-offs in the decision, and they can be given greater attention.

Table 8.2 presents an example pro and con list for Pat and Sam for three of their
possible strategies. Note that strategies 6 and 7 share one advantage (the same
reduction of uncertainty) and one disadvantage (potential procedure-related
loss from amniocentesis). If Pat and Sam consider termination of pregnancy to
be worse than bearing a child with Down’s syndrome, strategy 6, which results
in termination in some cases, will always be worse than strategy 7, which results
in bearing a child with Down’s syndrome in those same cases. Accordingly,

1 Failure to eliminate dominated options before making choices can result in an unconscious bias
in favor of the option(s) that dominate the dominated option. That is, when some options (but
not all) dominate one of the options, the dominating options appear relatively more valuable.
This phenomenon is called the “attraction effect” or “asymmetric dominance.” For example,
physicians have been shown to be more likely to select a one medication over another in the
presence of a third medication dominated by the first than in the absence of the third medication
(Schwartz and Chapman, 1999).
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strategy 6 is dominated by strategy 7 and can be eliminated. Conversely, if they
consider bearing a child with Down’s syndrome to be worse than terminating a
pregnancy, strategy 7 is dominated by strategy 6 and can be eliminated. Either
way, the dominating strategy should be compared with strategy 3, which is not
dominated by either (as that choice involves a trade-off between less uncertainty
about fetal status and greater chances of a procedure-related loss).

A particularly powerful variation of a pro and con list is provided by the
Ottawa Personal Decision Guide (O’Connor, Jacobsen, and Stacey, 2006). This
downloadable form guides the decision maker through four key steps: clarify-
ing the decision (what is to be decided, why, when, and the decision maker’s
current inclination), identifying decision-making needs (for support, knowl-
edge, values, and certainty), exploring those needs, and planning the next step
based on the needs. The “Explore your needs” section includes a pro/con list
in which each advantage or disadvantage listed is also assigned an importance
value (from zero to five stars), and the choice with the most likely advantages is
circled.

Decision trees

Decision trees are the most common tool that decision scientists use to represent
the structure of a decision. A decision tree is a way of representing choices,
uncertainties, and potential outcomes. Figure 8.3 depicts a simplified decision
tree for a hypothetical medical decision: should a patient presenting symptoms
of some disease receive drug treatment or undergo surgery? Assume that if
treatment is not successful, the patient will die. Drug treatment has only a 50%
chance of success but, if successful, will restore the patient to full health. Surgery
has a 75% chance of saving the patient, but as a result of the surgery, the patient
will be left with some limitations on his or her future activities.

Square nodes represent decisions, circular nodes represent uncertainties, and
triangular nodes represent outcomes. Time in decision trees flows from left to
right. First, a decision will be made between drug treatment and surgery. If
drug treatment is chosen, there is an uncertainty: will treatment be successful

successful

0.50
1.00

unsuccessful

0.50
0.00

drug treatment

0.75 0.90; P = 0.75

unsuccessful

successful

0.25
0.00; P = 0.25

surgery

treatment decision surgery : 0.68

0.50

0.68

Figure 8.3 A simplified treatment decision tree.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: Yet To Come

CUUK161-08 CUUK161-Schwartz-v2 ISBN: 9780521697699 April 7, 2008 17:1

108 Developing information

or unsuccessful? The probabilities of each possibility are drawn underneath its
branch; in this case, there is a 0.50 probability of success. If the drug treatment
is successful, the patient will receive an outcome with value 1.00, representing
full heath. If the treatment fails, the patient will die, which is conventionally
assigned the value 0.

Similarly, if surgery is elected, it may be successful (with a 0.75 probability)
or unsuccessful (0.25 probability). If successful, the results have value 0.90; the
patient is not fully restored to health but is still quite well off. If unsuccessful,
the patient dies.

If the decision maker’s goal is to maximize expected utility, the decision tree
can be “solved” to yield an optimal set of decisions. Decision trees are solved by a
process of working backward, applying simple expected value calculations. The
expected value of drug treatment is the probability of success (0.50) multiplied
by the value of success (1.00), plus the probability of failure (.50) multiplied
by the value of failure (0), which totals 0.50. The expected value of surgery is
the probability of success (0.75) multiplied by the value of success (0.90), plus
the probability of failure (0.25) multiplied by the value of failure (0.00), which
totals 0.68. Because the expected value of surgery is higher than the expected
value of drug treatment, surgery should be recommended to patients with this
disease. This is shown in the tree by crossing out the path that leads to the lower
expected value, and writing the higher expected value and the option that yields
it in the box next to the decision node.

The probabilities shown by the outcomes of the surgery option on the right
side of the tree indicate what proportion of people can be expected to obtain
those outcomes if the decision is implemented for a group. In this case, if
everyone in the group undergoes surgical treatment, we expect that 75% of
them will obtain a health state with value 0.90 and 25% will die.

Computer software exists to automate the process of drawing and solving
decision trees. Even without the data required to solve a tree, however, simply
sketching out a sequence of decisions and uncertainties in tree form is often
very helpful in visualizing a set of decisions that a patient face.

For example, Figure 8.4 illustrates part of the decision facing Pat and Sam.
They face a choice between three testing options (no testing, quad screen fol-
lowed by amniocentesis if positive, and amniocentesis). If they receive a positive
amniocentesis result, they face a later decision about whether to terminate the
pregnancy. As they move through the tree, their decisions and the resolution of
the uncertainties eventually result in one of the outcomes on the right of the
tree.

This tree differs from the previous simple tree in that symbolic names like
“pDowns” and “uTerminated” are used to represent the probabilities and util-
ities involved in the decision. The box at the far left of the tree shows the
values assigned to each of the symbolic names. Using names rather than num-
bers is helpful to both patients and decision analysts. Patients can more easily
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Miscarriage
pDownsMiscarriage

0

Lives past year 1
pDownsLives

uDownsChild

Dies in year 1
#

0

Carried to term
#

Down's syndrome
pDowns

Carried to term
100

Healthy fetus
#

no testing

Terminate pregnancy
uTerminated

Miscarriage (due to Down's or Amnio)
pDownsMiscarriage+pAmnioMiscarriage

0

Lives past year 1

pDownsLives
uDownsChild

Dies in year 1
#

0

Carried to term
#

Continue pregnancy

Down's syndrome
pDowns*snQ/pQpos

Carried to term
#

100

Amnio-related miscarriage of healthy fetus
pAmnioMiscarriage

0

Healthy fetus
#

Screen positive -> 
Amniocentesis

pQpos

Carried to term
100

Healthy fetus (true negative)
#

Miscarriage
pDownsMiscarriage

0

Lives past year 1
pDownsLives

uDownsChild

Dies in year 1
#

0

Carried to term
#

Down's syndrome (false negative)
(pDowns*(1-snQ))/(1-pQpos)

Screen negative
#

quad screen

Terminate pregnancy
uTerminated

Miscarriage (due to Down's or Amnio)
pDownsMiscarriage+pAmnioMiscarriage

0

Lives past year 1
pDownsLives

uDownsChild

Dies in year 1
#

0

Carried to term
#

Continue pregnancy

Down's syndrome
pDowns

Carried to term
#

100

Amnio-related miscarriage of healthy fetus
pAmnioMiscarriage

0

Healthy fetus
#

amniocentesis

pAmnioMiscarriage=
0.01
pDowns=0.0027
pDownsLives=0.85
pDownsMiscarriage=
.30
pMiscarriage=0.01
pQpos=pDowns*snQ+
(1-pDowns)*(1-spQ)
snQ=0.81
spQ=0.95
uDownsChild=25
uTerminated=30

Figure 8.4 Decision tree for prenatal Down’s syndrome testing.
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distinguish the uncertainties and outcome values when they are named; when
only numbers are provided in the tree, it can be laborious to recall the meaning
of each number and it’s easier to confuse utilities and probabilities. Decision
analysts prefer to use symbolic names because they make it simpler to change the
model parameters in light of new information. If the probability of miscarriage
owing to amniocentesis decreases (e.g., due to improved techniques), the analyst
need only change the value of “pAmnioMiscarriage” at the start of the tree
rather than search for every instance of “0.01,” ensuring that it really is meant
to refer to that probability and changing it in the tree.

Influence diagrams

An influence diagram is another way of representing choices, uncertainties, and
potential outcomes (Nease 1997; Owens, Shachter, and Nease, 1997). Figure
8.5 depicts a simplified influence diagram for the hypothetical medical decision
introduced in the discussion of decision trees.

In an influence diagram, square nodes represent decisions, circular nodes
represent uncertainties, and diamond nodes represent outcomes. Arrows drawn
from nodes to the outcome assert that the outcome depends on the decisions and
uncertainties pointing to it. Arrows drawn from nodes to decisions assert that
the information or choice taken in those nodes is known at the time the decision
is made. Arrows drawn from nodes to uncertainties assert that the probability
associated with the uncertainty depends on the decisions and uncertainties
pointing to it. The lack of an arrow between two nodes asserts that the two are
independent. In Figure 8.5, the outcome is influenced by the treatment chosen
and its success. The success of the treatment depends on the treatment chosen.

The table under the “Success of treatment” node shows the how it depends on
the choice of treatment. If drug treatment is chosen, there is a 0.50 probability
of success. Similarly, if surgery is elected, it may be successful (with a 0.75
probability) or unsuccessful (0.25 probability).

Drug or
Surgery?

Success
of treatment

Outcome

        Successful Unsuccessful
Drug    .50        .50
Surgery .75        .25

                        Outcome
Successful drug         1 (full health)
Unsuccessful drug       0 (death)
Successful surgery     .9 
Unsuccessful surgery    0

Figure 8.5 A simplified influence diagram.
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The table next to the “Outcome” node shows how the outcomes depend on
the choice of treatment and success of the treatment. If the drug treatment is
successful, the patient will receive an outcome with value 1.00, representing
full heath. If the treatment fails, the patient will die, which is conventionally
assigned the value 0.00. If surgery is successful, the results have value 0.90; the
patient is not fully restored to health but is still quite well off. If unsuccessful,
the patient dies.

Influence diagrams are often used by decision analysts to capture information
about the relationships between variables and choices in a decision problem. As
with decision trees, computer software exists to automate the process of drawing
and solving influence diagrams. And, like decision trees, even without the data
required to solve an influence diagram, the diagram itself can be a useful way to
get a handle on the key decisions and uncertainties that will contribute to the
patient’s outcome.

The influence diagram for Pat and Sam’s prenatal testing decision, shown in
Figure 8.6, is considerably more complex, although it still presents key infor-
mation about the relationships between decisions and uncertainties in a more
compact way than a decision tree. In this diagram, the outcome depends on five
factors: whether the pregnancy is terminated, whether the fetus is miscarried
due to amniocentesis, whether the fetus is miscarried spontaneously, whether
the fetus has Down’s syndrome, and whether the child dies before 1 year old.

Outcome

Quadruple screen
(yes/no)

Amniocentesis
(yes/no)

Quad screen
result

Down’s syndrome
status

Amniocentesis
miscarriage

Miscarriage
Early death

Amniocentesis
result

Terminate prenancy 
(yes/no)

Figure 8.6 Influence diagram for prenatal Down’s syndrome testing.
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The three decisions – to perform the quad screen, to perform an amniocente-
sis, and to terminate the pregnancy – are presented with arrows indicating the
order in which they occur (quad screen, if chosen, before amniocentesis, and
both before termination decisions). There is an arrow from the amniocentesis
result to the termination decision but not from the quad screen result, because
termination will be based only on the results of amniocentesis.

The influence diagram and decision tree can both be used to visually lay out a
decision, although they make different kinds of information salient. The influ-
ence diagram shows the connections between the variables more clearly than
the decision tree. The decision tree shows details about the paths individuals
can take as the decision unfolds, but the decision trees both simplify decisions
and increase visual complexity: decision trees typically treat variables as dis-
crete – collapsing them into a small number of alternatives – when they may
actually be continuous, and the number of nodes in a decision tree increases
exponentially with the number of decision and chance variables. Comparing
Figure 8.4 and Figure 8.6 makes this more obvious. The influence diagram pro-
vides a much more compact representation of the decision and emphasizes the
interconnections in the decision. Although it takes some practice to read an
influence diagram, it provides a concise and powerful visual summary of the
components of the decision.

Summary

Patients facing significant medical decisions often have difficulty keeping track of
all of the associated choices, strategies, uncertainties, and outcomes. Physicians
can help patients to visualize their decisions by introducing tools that simplify
or clarify the processes of building strategies, weight and evaluating attributes,
and comprehending decisions as a whole.

Questions for clinical practice
� Have my patients considered the sequences of choices they may face and

constructed a list or map of strategies?
� How can I help my patients to consider the advantages and disadvantages of

each of their potential strategies?
� Would a decision tree or influence diagram help my patients to better under-

stand the clinical features of the decisions they face?
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The power of information

Introduction

Chris and Robin are a married couple in nearly the same position as Pat and
Sam (from Chapter 8), but a few years older. They’ve tentatively decided to
proceed directly with amniocentesis and to terminate the pregnancy if the
fetus has Down’s syndrome; their alternative was to forgo testing entirely.
Before they have the amniocentesis, however, they wonder if there’s any better
information about the probability of amniocentesis-related miscarriage of
a healthy fetus, and how sure they are about their preferences for bearing a
child with Down’s syndrome versus terminating such a pregnancy.

One of the available options in many decisions is to gather more information.
Indeed, it has been argued that in every clinical decision, the set of options to be
considered should include, at minimum, wait and see, treat immediately, and
collect more information (Hunink, 2005).

We can conceptualize the usefulness of additional information by considering
how much a decision recommendation would change (or could be improved) if
additional information were available. However, additional information often
comes at a cost. This chapter provides both a conceptual and simplified mathe-
matical introduction to the use of information in decisions and offer the clinician
strategies for determining which information should be obtained in a decision
and when. The chapter also discusses evidence-based medicine (EBM) and the
development of clinical trials.

A model decision

We use the case of Chris and Robin as a model decision in which gaining
additional information might be valuable. In doing so, we make the following
initial assumptions about their clinical situation and preferences:
� The probability that their fetus has Down’s syndrome is 2%.
� The probability of procedure-related fetal loss from amniocentesis is 1%.
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� Their preference value for bearing a healthy child is 100.
� Their preference value for carrying a fetus with Down’s syndrome is 15.
� Their preference value for terminating a pregnancy (when the fetus has Down’s

syndrome) is 70.1

Their decision could be represented by the decision tree shown in Figure
9.1. This tree assumes that amniocentesis results will be known whether or not
there is a procedure-related loss and, for simplicity, that the couple’s value for
a procedure-related loss of a fetus with Down’s syndrome is the same as their
value for terminating a pregnancy in which the fetus is known to have Down’s
syndrome.

Based on these assumptions, the expected value for the amniocentesis choice
is 98.4; the expected value for the no testing choice is 98.3. Accordingly, amnio-
centesis should be (slightly) preferred. Because the choice is close, however,
Chris and Robin are interested in finding out if there’s any further information
they could obtain that would clarify the decision.

The second opinion

The most venerable approach to gathering additional information is to consult
another physician, often one with expertise in the decision, and obtain a second
opinion. For example, if Chris and Robin are particularly concerned with the
probability of procedure-related loss from amniocentesis, they might consult
another obstetrician who might provide a different estimate.

Differences in opinion may arise from a number of underlying factors. The
new consultant may have greater expertise and experience, which may enable her
either to provide a more precise or more confident estimate around the risks
of existing options or to actually recommend alternative options that might
have lower risks. For example, if the consulting obstetrician was aware of a
safer technique for sampling fetal chromosomes unknown to their primary
obstetrician, she might be able to recommend the new technique as an option.

Differences in opinion may also arise from idiosyncratic differences in physi-
cian values, individual differences in risk attitudes and risk perceptions, habit-
ual or regional variations in approach, differential availability of options, and
others. These sources of differences in opinion are usually less welcome than
differences arising from greater expertise; when two physicians each suspect the
other’s opinion is based on such external features, the irreconcilable opinions
may drive the patient to seeking a third “tie-breaker” opinion. Another option is
for Chris and Robin to seek out high-quality information on the Internet from
sites such as MedlinePlus or PubMed.

1 For simplicity, these values are assumed to reflect the expected impact that they will experience
from having a fetus with Down’s syndrome, including such outcomes as spontaneous miscarriage,
infant mortality, and lifestyle impact of raising the child should it live past infancy.
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Healthy fetus

1-pDowns
uPRL

Down's syndrome

pDowns
uTerm

Procedure-related loss

pPRL

Healthy fetus

1-pDowns
uHealthy

Terminate pregnancy
uTerm

Continue pregnancy
uDowns

Down's syndrome

pDowns

No procedure-related loss

1-pPRL

Amniocentesis

Healthy fetus

1-pDowns
uHealthy

Down's syndrome

pDowns
uDowns

No testing
p<Event> = probability of event
u<Event> = utility of event
PRL = procedure-related loss
Term = elective termination
Healthy = healthy infant born
Downs = infant born with Down’s

Figure 9.1 Tree for a simplified prenatal decision.
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On the other hand, when a second (or third) opinion confirms the original
opinion, it can powerfully strengthen the degree of confidence in the diagnosis or
recommendation. Psychological research suggests that many kinds of judgments
can be made more accurate by aggregating the judgments of multiple experts, or
even taking a “majority vote” among experts (as in the case where a “tie-breaker”
third opinion is solicited; Yaniv, 2004).

Sensitivity analysis

Sensitivity analysis (not to be confused with the sensitivity of a diagnostic test)
is a formal method for examining the impact of changing assumptions on
a decision model’s recommendation. In effect, a sensitivity analysis involves
repeating the decision analysis across a range of assumptions and looking to see
if the decision would change.

Chris and Robin have reason to believe that their decision might be sensitive
to the probability of procedure-related loss from amniocentesis; if that risk is
high enough, they sense that they probably should not undergo amniocentesis.
Similarly, if they have experiences that might cause them to reflect on their pref-
erences and revise their preference for carrying a fetus with Down’s syndrome
upward, they ought to be less likely to favor amniocentesis. Sensitivity analysis
can tell them just how much the probability or preference would have to change
to make forgoing testing a better option.

Threshold sensitivity analysis

The simplest form of sensitivity analysis is threshold sensitivity analysis. This
approach simply examines a range of values for each of the important uncertain-
ties in the model and determines the best choice at each value in the range. For
example, Figure 9.2 shows the impact of varying the probability of procedure-
related loss from 0.5% to 2%. The diagonally sloping line shows the expected
value associated with amniocentesis; the dashed flat line shows the expected
value associated with no testing. As the probability of procedure-related loss
increases, the value of amniocentesis decreases, and drops below the value of no
testing when the probability is 1.1% or higher (the “threshold”). If the average
procedure-related loss in national surveys is 1% but the rate varies depending
on facility, Chris and Robin might be justifiably concerned with the facility that
performs their amniocentesis.

Threshold sensitivity analysis can also be performed for more than one uncer-
tain parameter at once. Analysis on two parameters is easy to visualize; beyond
two parameters, visualization becomes more difficult. Figure 9.3 shows the
impact of varying both the probability of procedure-related loss and the utility
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Sensitivity analysis
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Figure 9.2 Sensitivity analysis of decision tree on one parameter.

of carrying a fetus with Down’s syndrome. The parameters appear on the axes,
and each combination of the two parameters is a point in the graph. Points in
the diagonally cross-hatched region on the left are those where the combination
of parameters favors amniocentesis; points in the region on the right are those
where the parameters favor no testing.

As the figure illustrates, amniocentesis is favored at lower levels of risk, and
at lower levels of preference for carrying a fetus with Down’s syndrome. If Chris
and Robin’s value for carrying a fetus with Down’s increases from 15 to a value
higher than 21, amniocentesis at its expected 1% rate of procedure-related loss
is no longer preferred.

Probabilistic sensitivity analysis

Threshold sensitivity analysis examines the independent and joint impact of
changes in parameters on the decision recommendation, but provides no infor-
mation about how likely different parameter values might be. For example, if
the probability of procedure-related loss might lie between 0.5% and 2%, how
are those values distributed? Are they all equally likely? Is 1% the most likely
value, and then values higher or lower than 1% become increasingly less likely?
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Sensitivity Analysis
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Figure 9.3 Sensitivity analysis of decision tree on two parameters.

Without this kind of information on parameter distributions, a decision may
appear to be sensitive to some combination of parameters when in fact that
combination is extraordinarily unlikely to occur.

Accordingly, many decision analysts performing sensitivity analysis, partic-
ularly for policy-making purposes, use probabilistic sensitivity analysis rather
than threshold sensitivity analysis. In a probabilistic sensitivity analysis, the ana-
lyst must specify the probability distribution of each parameter or must develop
such probability distributions by performing simulations of possible parameter
values2 (Felli and Hazen, 1998).

Figure 9.4 plots three different probability distributions for a single vari-
able. In the uniform distribution (solid horizontal line), the probability varies
from 20% to 80% with each value equally likely. In the normal distribution
(dotted bell-shaped curve), 50% is the most likely probability, and as probabil-
ities diverge from 50%, they become increasingly less likely. In the exponential

2 Such simulations are typically referred to in the literature as Monte Carlo methods. For example,
given probability distributions for three parameters, it would be difficult to develop a joint prob-
ability distribution across all the parameters mathematically, but it is simple to have a computer
repeatedly generate values of the parameters (each based on its respective probability distribution)
and then estimate the (“empirical”) joint distribution from these repeated samples.



P
1:O

SO
/O

V
Y

P
2:O

SO
/O

V
Y

Q
C

:O
SO

/O
V

Y
T

1:O
SO

P
rin

ter:Yet
To

C
om

e

C
U

U
K

161-09
C

U
U

K
161-Schw

artz-v2
ISB

N
:9780521697699

A
pril7,2008

20:28

Figure 9.4 Three different probability distributions.
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distribution (dashed decreasing curve), small probabilities are much more likely
than larger probabilities.

When there is not enough information available to produce a complete (con-
tinuous) probability distribution, a rough estimate can be made by constructing
a discrete probability distribution – a simple table of the likelihood that the
parameter takes on a set of single values. For example, Table 9.1 gives a sample
discrete probability distribution for the “rate of procedure-related loss” param-
eter in Chris and Robin’s fetal testing decision. Although a 1% miscarriage rate
is the most likely correct estimate, other estimated rates are also assigned a
likelihood for the purposes of probabilistic sensitivity analysis.

Although probabilistic sensitivity analysis has major advantages over thresh-
old methods for important decisions, it has two primary disadvantages that
make it largely unsuitable for use in a clinical encounter with an individual
patient. First, the computations required to perform such analyses, although
well within the capability of modern personal computers, are nevertheless time
consuming and exacting; probabilistic sensitivity analyses generally cannot be
performed by non-experts. More important, it is unclear how one would guide
a patient to develop the probability distribution around his or her preferences
in the decision. Probabilistic methods are thus likely to be useful in the devel-
opment of guidelines that can be applied to groups of patients, but threshold
methods may be more informative to the individual decision maker.

Value of information analysis

Sensitivity analysis (in both its threshold and probabilistic forms) deals only
with the likelihood that parameter changes will result in changes in the decision
recommendation. They don’t consider either the cost of improving informa-
tion about a parameter or the impact of the changes on the utility difference
between the decision options. That is, a decision could appear to be sensitive
to a parameter, but it could make no practical difference, because the cost of
gathering more precise information on the parameter is greater than the benefit
from improving the decision.

Value of information analysis directly addresses these concerns by asking the
question “how much benefit could be expected from improving information on
a parameter?” Parameters that will yield a large benefit (the value of information)
from additional information at a relatively low cost for acquiring the information
are parameters that should be given extra attention by the decision maker. Value
of information approaches come in several flavors.

The expected value of information

The expected value of information (EVI) refers to the expected difference
between the utility of the best decision possible in light of additional information
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Table 9.1 A discrete probability distribution

Presumed rate of procedure- Likelihood that presumed rate is
related loss (%) actual rate (%)

0.5 30
1.0 50
1.5 10
2.0 10

and the utility of the best decision possible without additional information.
Computing EVI requires not only probability distributions of the parameters
before information gathering but also revised distributions that are expected
after information gathering (Meltzer, 2001). As a result, EVI is unlikely to be
practically useful in clinical encounters.

The expected value of perfect information

The expected value of perfect information (EVPI) refers to the expected dif-
ference between the utility of the best decision under clairvoyance – perfect
knowledge about the true values of all the parameters (Howard, 1966) – and
utility of the best decision without additional information. Computing EVPI
requires probability distributions of parameters before information gathering,
but not revised distributions, and is thus more feasible than EVI, but still poten-
tially quite difficult. Because perfect information is an ideal, the EVPI represents
an upper bound on the EVI.

More tractable is the so-called partial EVPI (also written EVPXI), which gives
the expected value of clairvoyance for a subset of the parameters in the decision
(Yokota and Thompson, 2004). For example, it might be practical to ask what
the impact of perfect information about the rate of procedure-related loss for
amniocentesis would be on Chris and Robin’s decision. Given the probability
distribution on that parameter, we can ask, for each parameter value, how
the expected utility of amniocentesis would change if we knew that was the
true rate of loss and determine the expected utility of amniocentesis over the
distribution as a whole. Comparing that with the expected utility associated with
the best possible decision without that information would yield the expected
additional utility that could be obtained from perfect information around that
rate.

A simplified (but possibly clinical useful) approach might proceed using the
discrete probability distribution from Table 9.1. In Table 9.2, information about
utilities has been added to enable the calculation of partial EVPI for the rate of
procedure-related loss.
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Table 9.2 Approximation of expected value of perfect information

Presumed
rate of
procedure-
related loss
(%)

Likelihood
that
presumed
rate is actual
rate (%)

Expected
utility for
amniocentesis
under
presumed rate
(Figure 9.2)

Expected
utility for
no testing

Difference
in expected
utilities
between
best and
worst
choice

Difference
in expected
utilities ×
likelihood

0.5 30 98.9 98.3 0.6 0.18
1.0 50 98.4 98.3 0.1 0.05
1.5 10 97.9 98.3 0.4 0.04
2.0 10 97.4 98.3 0.9 0.09
EVPI on rate of procedure-related loss 0.36

The analysis suggests that having perfect information about the rate of
procedure-related loss yields, on average 0.36 additional utility points on a
100-point scale (although the actual difference in utility may range from 0.1
to 0.9). This seems a relatively small expected change in potential utility, and
a single couple is unlikely to have the means to gather perfect information on
this parameter at a cost that would justify the change in utility.3

The expected value of imperfect information

Although it is rarely feasible to achieve clairvoyance about a decision parameter,
imperfect information is often available. For example, the rate of procedure-
related loss might be (imperfectly) predictable by means of a set of risk factors
(such as the experience of the obstetrician performing the amniocentesis and
the gestational age of the fetus). An analyst can then compute the expected value
of imperfect information (EVII): the value associated with gathering these risk
factors and using them to provide an improved prediction of the parameter and
compare it to the cost of gathering the risk factors (minimal, in this example).4

Naturally, the EVII cannot exceed the EVPI, but it may be much less costly to
obtain.

3 On the other hand, if many couples face this decision, their total utility gain could conceivably be
large enough to warrant an investigation to provide better information about this parameter, as
the cost of such an investigation is fixed, while the benefit increases with the number of couples
who face the decision.

4 A nonclinical variation of this approach involves choosing the number of patients to include
in research study to provide more precise (but still imperfect) values for a parameter. In this
variation, it is the expected value of sample information that is computed for the given sample.
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The maximum value of information

Computations of EVPI and EVII still require an estimate of the parameter
distribution, such as that in Table 9.2. With only a range of values, and no
complete probability distribution, EVPI cannot be computed, but the maximum
value of information (MVI) can be determined. The MVI represents the largest
(rather than the expected) difference in utility that could arise if additional
information were available on one or more parameters (Meltzer, 2001). For
example, examining the range of differences in expected utilities between best
and worst choices for procedure-related loss in the fifth column of Table 9.2
reveals that the MVI is 0.9; this results when additional information reveals that
the actual rate of loss is 2%, and, as a result, the couple chooses to forgo testing.
The MVI is a maximum in that no additional information about procedure-
related loss can yield more than 0.9 utility points.

Just as EVPI represents an upper bound on EVI, MVI represents an upper
bound on EVPI. Accordingly, it is only really useful when the MVI is small (or
small relative to the cost of gathering information), as it then suggests that gath-
ering more information will not be useful for the decision maker. For example,
if a difference of 0.9 is small for this decision, gaining additional information
on the rate of procedure-related loss will not be helpful, because it cannot
result in a meaningful difference in the expected utility to the decision maker.

Table 9.3 summarizes the approaches to deciding when to collect additional
information about a clinical problem. Approaches are listed in order from those
requiring the most data to compute (which are therefore least likely to be clinical
useful) to those requiring the least data to compute.

Clinical research

The primary source of new medical knowledge is medical research. Most clinical
research is explicitly motivated by a need to reduce the uncertainties around
etiology, prevention, diagnosis, treatment, or prognosis. Principles have been
developed to guide the proper design and conduct of clinical research (Brody,
2004).

Although research can extend our knowledge, the effective use of research
for reducing clinical uncertainty is not always straightforward. For example,
research conducted on the development of new drugs often results in adding a
new treatment to the set of available choices that is not universally or unequiv-
ocally better than existing treatments. Consequently, this kind of research may
actually increase uncertainty about the most appropriate treatment for a partic-
ular patient, while simultaneously decreasing uncertainty about the availability
of a suitable treatment.

It has been argued that the development of clinical research itself ought
to be an exercise in value-of-information analysis (Claxton, Sculpher, and
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Table 9.3 Approaches to deciding when to collect additional information, in order
of stringency of required data

Analysis Data requirements Provides

Expected value of
information (EVI)

Prior and post-information
probability distributions
for all parameters

Best estimate of utility impact
of collecting all possible
information

Expected value of
perfect information
(EVPI)

Prior probability
distributions for all
parameters

Utility impact of having
clairvoyance about all
parameters

Partial expected value
of perfect
information
(EVPXI)

Prior probability
distributions for one or
more parameters of
interest

Utility impact of having
clairvoyance about one or
more parameters

Probabilistic
sensitivity analysis

Probability distributions
for one or more
parameters of interest

Likelihood that recommended
option is better than other
options

Expected value of
imperfect
information (EVII)

(Imperfect) means of
predicting values of one
or more parameters of
interest

Utility impact of gathering
predictors about one or
more parameters

Maximum value of
information (MVI)

Range of parameter values
for one or more
parameters of interest

Maximum possible utility
benefit from gaining
information on one or
more parameters

Threshold sensitivity
analysis

Range of parameter values
for one or more
parameters of interest

Parameter values under which
recommended option is
better than other options

Second opinion Same data as available to
decision maker, and
anything additional
requested by second
physician

Confirmation that decision is
properly structured, and
data were properly
collected and interpreted;
can provide alternative
options not yet considered

Subjective confidence
in decision
(Chapter 7)

None, but more accurate if
disconfirming evidence
is sought

Personal belief in decision
correctness

Drummond, 2002; Claxton, Cohen, and Neumann, 2005). Health research pri-
orities can be set on the basis of which areas of research have the highest EVPI
across the proportion of people in society who will benefit from the development
of new treatments, tests, or other tools.

This approach has been recently adopted in the United Kingdom by the
National Institute for Health and Clinical Excellence (NICE; Claxton and
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Sculpher, 2006). For example, recent NICE guidance on the use of cardiac resyn-
chronization included value-of-information analyses to determine what kind
of additional utility or cost-utility on a per-patient and population basis could
be obtained for a given budget expenditure on research in this area (Fox et al.,
2007). The authors conduct one-way threshold sensitivity analyses on many
parameters in the cost-effectiveness of CRT-P devices as compared to optimal
pharmaceutical therapy (OPT). They find that the cost-effectiveness is particu-
larly sensitive to nine parameters. They also conduct a probabilistic sensitivity
analysis that finds that CRT-P will be more cost-effective than OPT under about
95% of the possible combinations of parameter values. Finally, they report that
the EVPI to the population for this decision would be 6.2 million British pounds;
they argue that this large potential expected value justifies further research in
the area.

Even when high-quality research has been performed, identified, and even
codified in practice guidelines by professional societies, the results may not be
widely adopted by the medical community. There are three primary obstacles
to the adoption of new approaches that promise to reduce clinical uncertainty:
lack of effective dissemination to practicing physicians, lack of comfort learning
an unfamiliar regimen among physicians, and health care system impediments
such as cost of care.

At the same time that adoption of proven improvements in medical care
is slowed by these difficulties, it has become easier and easier for Internet-
savvy patients to obtain information about conditions and treatments – from
both trustworthy and untrustworthy sources. Indeed, both the decreased time
available for appointments under many health plans and the increased emphasis
on patient autonomy in medical decision making exert pressure for patients to
“do their homework,” often with limited guidance as to how to evaluate the
information they develop.

Direct marketing of pharmaceuticals to patients has had a major impact
on demand for new drugs in the few countries where it is permitted (Hollon,
1999; Mintzes et al., 2002). Although pharmaceutical advertising is regulated in
many countries, and physicians are familiar with marketing strategies used by
drug companies, patients may not be as prepared to evaluate advertising claims
for pharmaceutical products, much less for the larger group of unregulated
supplements and alternative medicine products. Patients who are less well-
educated may be at particular risk and face a double jeopardy: they may be less
likely to have access to optimal care and less likely to be able to discriminate
between safe and risky treatments. Indeed, these concerns have prompted calls
for the prohibition of direct-to-consumer pharmaceutical ads in the United
States (Stange, 2007).

The combination of slow dissemination of rigorously evaluated medical
advances among physicians and rapid dissemination of unscientific advice and
claims among patients is a recipe for disaster. Public policy initiatives to improve
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health literacy among patients are an important strategy to avert catastrophe,
but cannot substitute for the impact of effective communication between well-
informed physicians and their patients. Physicians can help their patients by tak-
ing the lead in explaining how medical research is conducted, suggesting sources
of credible information that patients can use, and addressing the strengths and
weaknesses of information from whatever source. Patients can help their physi-
cians by learning how to seek out reliable information and bringing it to the
clinical encounter with a critical eye.

Evidence-based medicine

No clinician can see every combination of outcomes of the myriad of decisions
faced by their patients. Even with substantial experience in a subspecialty, physi-
cians are likely to get only a good sample of possibilities, and, as discussed in
Chapter 5, may not be able to accurately recall frequencies of events (much
less probability distributions or confidence intervals around such frequencies).
Accordingly, as part of their professional responsibilities, clinicians have always
sought to keep up with the latest clinical research in their field. Clinical research
allows a physician to take advantage of much larger samples of patients and
their experiences.

The translation of clinical research to clinical practice faces several obstacles.
First, the amount of new clinical research published each year is astounding
and shows no sign of decreasing. As a result, merely keeping up with one’s field
has become a more and more difficult process for physicians, particularly those
who do not have ready access to academic medical libraries or online article
databases.

In addition, not all research is equal. Many studies are beset with serious,
and sometimes fatal, flaws in methods or measurement or greatly overgen-
eralize their conclusions. Conflict of interest among study researchers is not
uncommon.

EBM, an approach advocated in academic medicine since the 1980s, seeks to
address these concerns by providing tools and training to permit physicians to
focus their limited reading time on research that is methodologically strong and
thus likely to yield reliable insights. EBM is an approach to clinical practice that
emphasizes using the clinical literature on a “just-in-time” basis to find answers
to questions as they arise in clinical practice (Straus et al., 2005).

The practice of EBM involves formulating a well-structured clinical question
focused on such matters as the diagnostic value of a particular test or the expected
outcomes of alternative treatments for well-defined conditions (e.g., “In a 39-
year old pregnant woman at 14 weeks gestation, what is the probability of
miscarriage associated with amniocentesis vs. no testing?”). Answers to these
questions are sought by searching the medical literature, and search filters may be
used to ensure that studies identified are of high methodological quality (Haynes
and Wilczynski, 2004; Haynes et al., 2005). Individual studies are rigorously
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evaluated using standardized criteria to determine how well the study responds
to the clinical question that prompted the inquiry.

EBM requires that clinicians learn new skills, including methods for for-
mulating questions about their patients that can be answered in the medical
literature, how to search the clinical research literature for potentially relevant
research reports, and how to critically appraise the research design and analysis
methods to determine the validity of reported results and their applicability
to their patients. These skills are not trivial and studies have raised doubts as
to how well physicians can master all these tasks. Evidence-based practice also
requires an investment in time. Even using current electronic systems, finding
and selecting literature-based data to solve a single patient-related problem can
easily require an hour or more (Florance, 1996).

On the other hand, once the skills of EBM are mastered, they can be used
effectively to focus a physician’s reading time on those studies that are most
likely to benefit his or her patients, either individually or collectively. The value
of the information available from the clinical literature may easily exceed its cost
in time when it can be applied to multiple patients.5

Summary

Seeking additional information is a common option in medical decisions, par-
ticularly consequential decisions that may only be faced once by a given patient.
Several techniques have been developed to determine what additional informa-
tion will have the most impact on the decision, including sensitivity analysis
and value of information analysis. Although many of these techniques are highly
mathematical to implement fully, some can be approximated in clinically use-
ful ways. More importantly, these methods draw attention to the distinction
between the availability of information and its usefulness in decision making.
For physicians – who will see many patients – and for the health care system –
which seeks to serve them – variations of these approaches can help to guide
the use and development of the clinical research knowledge base.

Questions for clinical practice
� What uncertainties could change the decision if more information were avail-

able about them?
� What opportunities exist for gathering additional information? Is the cost of

doing so worth the potential benefit?
� What sources of information are available from the clinical research literature?

5 Obviously, EBM is limited in its ability to provide information about individual patients and their
goals, values, and preferences. It is at its best as a source of data about medical probabilities and
outcomes; it cannot be a substitute for one-on-one decision making.
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Screening and testing

Introduction

Jane is a 15-year-old high school freshman who has been in good health
who came to you for a pre-participation athletic evaluation. She takes no
medications, has never been hospitalized, and has had regular menstrual
periods since age 13.

She does very well academically and is planning to go out for the cross-
country team this year. Eventually, she hopes to be admitted to a highly
competitive college on graduation from high school.

Her physical examination was normal, but on routine laboratory testing
you found that she had a low hematocrit (35%) and low MCV (74). You asked
her to take an iron supplement, which she consistently took twice a day. A
month later, her hematocrit and MCV were unchanged and you obtained a
serum ferritin level, which was low (18 mg/mL). Further screenings for fecal
occult blood and celiac disease were negative.

Because of the unexplained iron-deficiency anemia, you decide to test
her for Helicobacter pylori infection and consider the use of the noninvasive
13C-urea breath test (UBT) rather than endoscopy. Jane’s parents also like
the idea of a noninvasive test but want to know how accurate the test is and
whether a follow-up endoscopy will be necessary anyway if the breath test is
negative.

In many clinical decisions, the most ready source of additional information
is diagnostic testing. Diagnostic tests include not only laboratory tests, but
other sources of information about diagnosis, such as history and physical
examination. We have already seen examples of decisions about undergoing
diagnostic testing (particularly in Chapter 8), and nearly all medical decisions
are informed by the results of tests.

Patients (and, indeed, many physicians), however, do not understand how
diagnostic tests are developed or how to determine the value of the information
they provide. The chapter case illustrates these concepts by examining the UBT
for H. pylori infection, a relatively common diagnostic test for which there is a
wealth of data about its effectiveness. In addition, diagnostic testing strategies
involving multiple tests in series or parallel are considered. Finally, this chapter
also discusses psychological heuristics associated with diagnosis and conditions
under which such judgments are helpful or misleading.

129
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Developing diagnostic tests

Suppose that we want to know if Jane has an active H. pylori infection with-
out forcing her to undergo invasive endoscopic testing. Instead, we perform
a UBT that measures change in the ratio of 13CO2 to 12CO2 (denoted by δ)
exhaled by the patient 30 minutes after ingestion of 13C-urea compared with
the ratio before ingestion. Because H. pylori hydrolyzes 13C-urea to 13CO2,
the resulting change value, �δ, tends to be higher in patients with H. pylori
infection than the average uninfected patient, but there’s natural variation
both groups, and it’s not impossible that a healthy patient could have a
high �δ.

The situation is described graphically in Figure 10.1, adapted from Herold
and Becker (2002). On average, infected patients have a higher �δ than
healthy patients, but the variation in each group is wide enough that we
cannot easily categorize a patient with a �δ of 6 as definitively healthy or
infected.

The figure demonstrates the limits (and strengths) of the UBT’s power to
discriminate between the two groups. A more highly discriminative measure of
infection results in a picture in which the curves of the two groups are more
widely separated and have less overlap. A test that defines the disease (e.g., in the
way that bacterial growth on a culture defines bacterial infection) and thus has,
in principle, perfect discrimination, is often referred to as a “reference standard”
or “gold standard” test.

Figure 10.1 Distribution of �δ for infected (bell curve on the right of the figure) and

uninfected (bell curve on the left of the figure) patients. Both infected and uninfected

patients may have �δ as low as 3 or as high as 15. (Adapted from Figure 1 of Herold and

Becker [2002], with permission of the BioMed Central Open Access license agreement;

www.biomedcentral.com/info/authors/license).
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Test thresholds

As �δ gets higher, however, the person is more likely to be infected, and as it
gets lower, they’re more likely to be healthy. Our goal is to treat the sick differ-
ently than the healthy; for example, to prescribe a proton pump inhibitor and
antibiotics if we are sufficiently convinced of the likelihood that the patient
is, in fact, suffering from H. pylori infection. This implies that we need a
criterion, or “threshold” �δ, above which we will act in one way (e.g., start
drug therapy) and below which we will act in a different way (e.g., watch and
wait). A threshold would be graphically represented by drawing a vertical line
at the �δ threshold score; patients whose �δ is higher than the threshold are
treated as infected, and those whose count is lower are treated as healthy. Such
a threshold is shown in Figure 10.2.

As Figure 10.2 shows, because of the overlap between the distributions of �δ

(i.e., because of the imperfect discriminative power of �δ in this example), no
threshold can accurately classify every patient. Whatever criterion we set for
calling someone infected or healthy based on this test, there will be some people
rightly classified as infected or healthy, and some people wrongly classified as
sick or healthy. For example, in Figure 10.2, the grey-shaded region represents
infected patients with a �δ higher than 5.78 who will be correctly classified as
infected, and the black-shaded region represents noninfected patients with a
�δ higher than 5.78 who will be wrongly classified as infected.

The threshold determines the kind of error we are likely to make. The higher
the �δ threshold we require to call someone infected (graphically, the farther

Figure 10.2 Impact of a threshold of �δ = 5.78 on classifying patients. (Adapted from

Figure 1 of Herold and Becker [2002], with permission of the BioMed Central Open Access

license agreement; www.biomedcentral.com/info/authors/license).
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to the right we draw the vertical line), the more we’ll wrongly classify infected
people as healthy; these errors are called false negatives. For example, if we set
the threshold at �δ = 18, we will almost never wrongly classify a healthy person,
but about half of those infected will be misclassified as false negatives (and
potentially remain untreated for their infection).

Conversely, the lower the �δ we require, the more we’ll wrongly classify
healthy people as infected; these are false positives. For example, if we set the
threshold at �δ = 2, we will almost never wrongly classify a infected person,
but almost half of those not infected will be misclassified as false positives (and
potentially undergo unnecessary treatment).

Changing the threshold will always either increase false positives and decrease
false negatives or vice versa. Only improving the discriminative power can lower
both false positives and false negatives.

Choosing thresholds

Unfortunately, we generally can’t improve the discriminative power of a given
test; we have to develop new and more discriminative tests (or variations of tests).
But the choice of the threshold is arbitrary. A threshold may be recommended
by the test developer or by guidelines on the use of the test. These thresholds
should be chosen on the basis of the purpose of the test, and the consequences
of false positives and false negatives.

For example, consider a rapid strep antibody test for strep throat. A false pos-
itive on this test results in a patient receiving an unnecessary dose of antibiotics
for a few days; a false negative results in a patient with an untreated bacterial
infection for a few days (until the results of the throat culture, a gold standard
test, are available). The general consensus among physicians has been that a
few days of unnecessary antibiotics is generally preferable to missing a bacte-
rial infection for a few days, but not so preferable that antibiotics should be
routinely started in all patients. Accordingly, the kits are developed to have a
relatively low, but not very low, threshold for positive results. When the cost
of a false negative is much greater, tests may have a very low threshold. A 17-
year-old with unknown vaccination history who presents to the emergency
department with high fever and neck stiffness is very likely to receive immedi-
ate presumptive treatment for meningitis. Although the probability of bacterial
meningitis is quite low, the consequences of missing a case are so high that
a marginally positive finding on a test with low discrimination (neck stiff-
ness) is sufficient to warrant the relatively benign treatment pending culture
results.

In general, when noninvasive and inexpensive tests are used to screen a popu-
lation for a serious condition, the goal of testing is to broadly identify individuals
who may be at higher risk for the condition and refer them for confirmatory
testing or other evaluation. Screening tests, therefore, are usually designed to
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have very few false negatives and are willing to accept a larger number of false
positives to ensure that high-risk cases are not missed.

On the other hand, when the treatment is invasive and the cost of the disease
is low or when the primary aim of the test is to provide reassurance that a
patient does not have a serious condition, false positives may be a much greater
concern than false negatives. A high threshold is required of a test for carpal
tunnel syndrome if the treatment contemplated is open carpal tunnel release
surgery.

Sensitivity and specificity

Test developers and users are understandably reluctant to discuss their tests in
terms of the number of false positives and false negatives that would be expected
for a given threshold. Instead, test characteristics are usually reported as the test’s
sensitivity and specificity. This is akin to reporting how full a glass of water is
rather than how empty.

Sensitivity is the rate of true positives; of patients who are in fact sick, what
proportion does the test correctly diagnose? For example, a 95% sensitive test
produces a positive result for 95% of sick patients who undergo the test. A
moment’s consideration reveals that the sensitivity is another way to speak
about the rate of false negatives: if the test is positive in 95% of the sick patients,
it is (falsely) negative in 5% of the sick patients. Accordingly, for screening tests
and other situations in which false-negative results are particularly bad, highly
sensitive tests are ideal.

Similarly, specificity is the rate of true negatives; of patients who are in
fact healthy, what proportion does the test correctly diagnose? For example,
a 90% specific test produces a negative result for 90% of healthy patients who
undergo the test. Another moment’s consideration reveals that the specificity is
another way to speak about the rate of false positives: if the test is negative in
90% of the healthy patients, it is (falsely) positive in 10% of the sick patients.
Accordingly, for confirmatory tests before invasive procedures and other situa-
tions in which false-positive results are particularly bad, highly specific tests are
ideal.

For the UBT at 30 minutes, the sensitivity is 96%; that is, among a group
of infected patients, 96% of them will have a positive UBT (the remaining 4%
will be false negatives). The specificity of the test is also 96%; among a group of
noninfected patients, 96% will have a negative UBT (the remaining 4% will be
false positives; Herold and Becker, 2002)

The ROC curve

Recall that the balance of false positives and false negatives (and therefore sensi-
tivity and specificity) depends on the discriminative power of the test (which we
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Figure 10.3 ROC curve for UBT at 30 minutes. (Drawn from data presented by Herold and

Becker [2002]).

usually can’t influence) and the threshold (which we can). For a given test, one
can examine the impact of varying the threshold from low to high by plotting
the resulting sensitivity and specificity or, more conventionally, the true positive
rate (sensitivity) against the false positive rate (100% – the specificity). This kind
of plot is called an “ROC curve.”1

ROC curves can be used to compare the performance of different tests for
the same condition. In general, more discriminative tests have ROC curves that
bow out more strongly toward the upper left of the chart (more true positives
and fewer false positives) and less discriminative tests have curves that approach
the dotted diagonal line, which represents performance no better than chance
(the same rate of true and false positives). The area under the ROC curve, which
can vary from 0.5 to 1.0 square units, provides a numerical measure of the
discriminative power of the test; it is generally equivalent to the proportion
of patients (sick or healthy) that will be correctly classified (that is, the total
percentage of true positives and negatives). For example, Figure 10.3 presents
the ROC curve for the UBT, which correctly classifies 99% of patients. The
�δ = 5.78 threshold is represented by the point in the upper left of the ROC
curve, as it provides 96% sensitivity and 96% specificity.

1 ROC stands for “receiver operating characteristic,” which is such a mouthful that it’s rarely used
in conversation; ROC is instead pronounced “R-O-C.” The term comes from signal detection
theory and originally was used to describe the performance of radio receiver operators in World
War II. See Green and Swets (1966).
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Table 10.1 The CAGE questionnaire (Ewing, 1984)

Score one point for each question to which the patient answers “yes”:
C(ut): Have you ever felt you should Cut down on your drinking?
A(nnoy): Have people Annoyed you by criticizing your drinking?
G(uilty): Have you ever felt bad or Guilty about your drinking?
E(ye-opener): Have you ever had a drink first thing in the morning to steady your

nerves or get rid of a hangover?
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Figure 10.4 ROC curve for the CAGE test.

ROC curves can also be used to examine the properties of tests that have a small
number of discrete scores, as well as those that use a threshold for a continuous
score. For example, Table 10.1 shows the four-item CAGE questionnaire for
alcoholism; one point is scored for each question answered affirmatively (Ewing,
1984). The threshold for further workup for alcoholism can be set at any number
of affirmative answers, and Table 10.1 displays the ROC curve for different
thresholds on the CAGE questionnaire (Sackett 1992; Schorling, 2005).

In the figure, it is clear that if a single “yes” answer is used as the threshold
for further workup, the true positive rate is quite high (most alcoholics will
be correctly referred), but the false positive rate is also reasonably high (over
a quarter of nonalcoholics will be incorrectly referred for further workup). If
two “yes” answers are required, the proportion of alcoholics identified drops to
about 70%, but the number of false positives drops even more sharply, to about
10%. In fact, a threshold of two “yes” answers is generally recommended.
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Interpreting diagnostic tests

In daily practice, of course, we do not develop new diagnostic tests. Instead,
we select from available tests with recommended thresholds. The selection is
based, ideally, on the characteristics of the test (sensitivity and specificity) and
the decision that will be taken depending on the test result.

Patients are rarely interested in the sensitivity of a test – what proportion of
sick people test positive. Their concern is the meaning of a positive (or negative)
test to them – of those who test positive, what proportion are actually sick? The
latter value is the “predicted probability of a positive test” or positive predictive
value, and depends not only on the sensitivity and specificity of the test, but on
the prior (before-testing) likelihood that the patient was sick. When a condition
is rare, or the patient is unlikely to have the condition because of other clinical
factors, the positive predictive value of a test for the condition will be lower
than if the condition is prevalent or the patient has other factors that increase
suspicion of the condition.

The difference between test characteristics and predicted values is easily
illustrated with tests for smallpox. Polymerase chain reaction (PCR) tests for
smallpox are very accurate; for example, assume that these tests have a sensitivity
of 95% and a specificity of 99.99%. Of healthy people who are given such a test,
only 0.01% (1 in 10 000) will have a false positive result. Consider a patient who
presents to a physician with a rash and receives (among other tests) a smallpox
test that has a positive result. Is the patient likely to have smallpox? The simple
answer is “no.” Because smallpox has been eradicated, any positive test must be
a false positive, no matter how unlikely.2

A more familiar example is mammographic detection of breast cancer in a
40-year-old woman with no familial risk of breast cancer. The sensitivity of a
first-time mammogram is 70% to 80% in these women; the specificity is about
95%. However, the probability that a positive test is a true positive in such a
patient is about 4%; few young patients have cancer, and of those who do, few
have sufficiently advanced cancer to be detectable by mammogram at this age
(Humphrey et al., 2002).

For a female adolescent presenting with iron-deficiency anemia, the preva-
lence of H. pylori infection has been estimated at about 33% (Cardenas, Mulla,
and Ortiz, 2006)3 Given a sensitivity and specificity of 96% for the UBT, the

2 Strictly speaking, as of the time of this writing, there remained some stockpiles of smallpox virus
in the hands of large governments, and one can imagine acts of war or terrorism that could once
again lead to suspicion of smallpox. Given the success of these governments at protecting these
stockpiles to date, however, the probability of this occurrence is likely much lower than even 1 in
10 000.

3 Other studies have provided estimates of prevalence as high as 66% among female adolescent
athletes, but these studies were performed on considerably smaller samples than the Cardenas
et al. (2006) study.
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positive predictive value is 92%. The negative predictive value – the probability
that a patient with a negative test is actually infected – is only 2%.

Bayes’ theorem

If we know, or can estimate, the patient’s prior probability of a condition, and
we know the sensitivity and specificity of a test, we can determine the predicted
values mathematically, using an equation called Bayes’ theorem. In practice, the
simplest way to apply Bayes’ theorem is to use a calculator on a website (Schwartz
2000) or PDA (Centre for Evidence-Based Medicine, 2004).

One can also apply Bayes’ theorem quickly using Fagan’s nomogram (Fagan,
1975), depicted in Figure 10.5. To use the nomogram, the test characteristics
must be expressed as a likelihood ratio, rather than sensitivity and specificity. A
likelihood ratio for a given test result is the likelihood that a patient with the test

Figure 10.5 Fagan’s Bayesian nomogram.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: Yet To Come

CUUK161-10 CUUK161-Schwartz-v2 ISBN: 9780521697699 April 7, 2008 20:30

138 Developing information

result would be from the sick rather than healthy population. For example, the
likelihood ratio for a positive test (often abbreviated LR+) is the probability that
a sick patient would have a (true) positive test (the test sensitivity) divided by the
probability that a healthy patient would have a (false) positive test (100% – the
test specificity). The likelihood ratio for a negative test (LR−) is the probability
that a sick patient would have a (false) negative test (100% – the sensitivity)
divided by the probability that a healthy patient would have a (true) negative
test (the specificity). For the UBT, the LR+ is 96% ÷ (100% − 96%) = 24, and
the LR− is (100% − 96%) ÷ 96% = 0.042.

An LR+ of 1 means that there are just as many true positives and false positives,
so a positive result on the test gives no useful information; an LR− of 1 similarly
means that a negative test is useless. Normally, the LR+ will be higher than
1 (a positive test result is more likely from the sick than healthy population)
and the LR− will be a fraction lower than 1 (a negative test result is less likely
from the sick than healthy population). An LR+ of 10 and an LR− of 1/10
represent the same relative power to rule in or rule out the condition.

After looking up or computing the likelihood ratio of the test result, Fagan’s
nomogram is used by projecting a straight line from the prior (pretest) proba-
bility at the left of the nomogram, through the likelihood ratio at the center of
the nomogram, and continuing the line until it reaches the right of the nomo-
gram. The posterior (post-test) probability is then read off the right scale. For
example, laying a ruler from 33% prior probability through a likelihood ratio of
24 yields a post-test probability of 92%. That is, if you believe a patient is 33%
likely to have a condition (e.g., H. pylori infection) and they get a positive result
on a diagnostic test for the condition with LR+ of 24 (e.g., UBT), you should
now believe they are 92% likely to have the condition.4 Figure 10.6 shows the
nomogram with lines drawn through the likelihood ratios of 24 and 0.04 (the
positive and negative likelihood ratios for the UBT).

Multiple tests

In some cases, a single diagnostic test may not be sufficient to warrant taking
action. For example, if the treatment is invasive, and the test is imperfect, you
may not be comfortable treating patients because the false positive rate is too
high. In this situation, it is common to combine the results of multiple tests.
Often the tests are chosen so that one has high sensitivity and the other has high
specificity; together, the test results may serve to effectively rule in or rule out
the condition.

When maximum accuracy is required, it may be necessary to apply the gold
standard test after a less invasive test; for example, if ruling out H. pylori is
critical, a negative result on the UBT (suggesting a 2% probability of infection)

4 An interactive online version of the nomogram is available at http://araw.mede.uic.edu/cgi-
bin/testcalc.pl.
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Figure 10.6 Bayesian nomogram in use.

may not provide enough comfort to forgo an endoscopy. On the other hand,
a positive result on the UBT in that scenario would not require endoscopy. If
endoscopy were necessary regardless of the UBT result, of course, it would be
sensible not to perform the UBT test at all.5

Combining results

A good example of combining tests is blood testing for HIV infection. HIV
testing typically includes a highly sensitive ELISA screening test paired with a
highly specific Western blot test. Here’s how the U.S. Preventative Services Task
Force described the combination in 2005:

5 Of course, in countries with a litigious culture, sometimes testing is undertaken for medicolegal
reasons – to protect the physician, rather than the patient. It has been effectively argued that
unnecessary “defensive testing” effectively transfers utility from patient to physician (or their
insurer) and reduces the quality of patient care. See DeKay and Asch (1998).
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A large study of HIV testing in 752 U.S. laboratories reported a sensitivity of 99.7%
and specificity of 98.5% for enzyme immunoassay, and studies in U.S. blood donors
reported specificities of 99.8% and greater than 99.99%. With confirmatory Western
blot, the chance of a false-positive identification in a low-prevalence setting is about 1 in
250 000 (95% CI, 1 in 173 000 to 1 in 379 000).

(Chou et al., 2005, p. 57)

Conditional independence

Although two tests are usually better than one, there is an important caveat
about interpreting the result of multiple tests. Although it is appealing to begin
with a patient’s pre-test probability of disease, apply the first test to determine
their post–first-test probability, and then use that updated probability as the
prior probability for the second test, this strategy assumes that the test results
are conditionally independent – that the likelihood ratio for a finding should not
depend on the likelihood ratio for another finding. Put another way, two tests
are conditionally independent if the people who are misclassified by the first
test are not the same as the people who are misclassified by the second test.

For example, people who tend to be false positives on a single ELISA blood test
for HIV are probably more likely to be false positives on a second ELISA. This
means that positive results on two ELISAs is not going to increase the posterior
probability as much as positive results on two independent tests. In fact, if ELISA
is perfectly reliable, in the sense that someone who gets a false positive always
gets a false positive, then the second “confirmatory” ELISA doesn’t increase
their likelihood of having HIV at all.

When research studies have been conducted that examine the use of two
tests separately and in combination, reported likelihood ratios can be used to
infer whether the tests are conditionally independent. If tests are conditionally
independent, multiplying the likelihood ratios for the tests conducted sepa-
rately should result in a likelihood ratio that is similar to the value for the tests
combined. For example, in a study of UBT and an H. pylori stool antigen test
(HpSA) in Egyptian children, Frenck et al. (2006) found that UBT had a positive
likelihood ratio of 8.9 and the stool antigen test had a positive likelihood ratio
of 3.0 – the product of these values is 26.7. In comparison, the positive likeli-
hood ratio of a test strategy in which both tests were administered and patients
were classified as positive or negative if both tests are positive or negative was
19.4, which is relatively similar to 26.7, suggesting the tests are largely condi-
tionally independent. Unfortunately, nearly one-third of their patients received
different test results on the UBT and HpSA, making the interpretation of this
combination more difficult.6

6 The authors of the study suggest that UBT’s high negative predictive value suggests that a negative
UBT may not require confirmation with HpSA and that the combined strategy might be most
useful to confirm a positive UBT test noninvasively.
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Strategies for ordering tests

Decision analysis has frequently been applied to compare alternative diagnos-
tic workup strategies. For example, Gracia and Barnhart (2001) compared six
strategies for diagnosing ectopic pregnancy in women presenting with abdom-
inal pain or bleeding in their first trimester:
1. ultrasound followed by serum quantitative hCG
2. hCG followed by ultrasound
3. serum progesterone followed by ultrasound followed by hCG
4. progesterone followed by hCG followed by ultrasound
5. ultrasound followed by repeat ultrasound
6. clinical examination alone

Assuming that the primary goal was not to miss an ectopic pregnancy (that
is, to have a low rate of false negatives), the study found that the first two strate-
gies and the repeat ultrasound would maximize the sensitivity of the workup,
detecting 100% of ectopic pregnancies. However, because the initial ultrasound
is slightly better at ruling out ectopic pregnancy on its own than other initial
tests, strategy 1 (ultrasound followed by serum hCG) would result in fewer false
positives (leading to interrupted intrauterine pregnancies, some of which may
have been viable) than the other two; its specificity was about 99%, whereas the
others were about 98%.

Scoring rules

When a large number of potential indicators for a condition are available, con-
ditional dependence may make it difficult to apply Bayes’ theorem and develop
appropriate likelihood ratios for each indicator. Instead, alternative mathemat-
ical techniques, based on regression, are often used to develop “clinical scoring
rules.”

A typical scoring rule assigns points to patient values on each indicator,
provides an algorithm for combining the points (e.g., “add them up”), and then
classifies patient risk or probability of disease on the basis of the range in which
their score lies. That is, ranges of scores on the scoring rule are associated with
likelihood ratios for the condition.

Two examples of prognostic scoring rules serve to illustrate their function
and their usefulness. Kattan and colleagues (Kattan et al., 1998; Kattan 2003)
describe a nomogram that implements a scoring rule for the probability of
a prostate cancer recurrence after prostatectomy. In this scoring rule, patient
PSA value, clinical stage, and biopsy Gleason score are converted to points,
added, and then transformed into a probability. Researchers studying this rule
have found it to be generally accurate in its predictions and a useful tool for
physicians (Greene et al., 2004).7

7 An interactive online version of the nomogram is available at www.nomograms.org.
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Figure 10.7 illustrates a scoring rule developed at the Mayo Clinic for patients
with type 2 diabetes (Christianson et al., 2006). The rule predicts patient risk
of coronary heart disease in the next 10 years on the basis of patient gender,
age, years of diabetes, smoking history, hemoglobin A1c value, blood pressure,
cholesterol levels, and microalbumin level. Such scoring rules can provide a
rapid method of providing clinical insight into a patient’s risk of disease or
prognosis when there are many indicators or contributing factors.

When scoring rules are compiled into an electronic database, they can form
the basis for a diagnostic decision support system (DSS). Such systems seek to
provide the physician with additional diagnostic power by comparing a list of
complaints, findings from history and physical examination, and clinical test
values to a large set of potential diagnoses, and producing a complete differ-
ential diagnosis, with the probabilities of each candidate diagnosis. A recent
review of diagnostic DSSs found several reports of significant beneficial effect
of such systems on practitioner performance, but few studies reporting patient
benefit (Garg et al., 2005).8 Although such systems have promise, patients have
been shown to deem the diagnostic ability of physicians who consult a DSS
to be inferior to those who do not (Arkes, Shaffer, and Medow, 2007). On the
other hand, the same research team has found that jurors in malpractice cases
may deem a physician more liable if the physician used a DSS and defied its
recommendation, suggesting that laypeople may believe that a DSS improves
diagnostic decision making (Arkes, Shaffer, and Medow, 2007).

The psychology of diagnostic testing

The key function of diagnostic testing is to enable us to revise our beliefs about
the likelihood that a patient has a particular condition, and diagnostic tests
are developed with particular characteristics that affect their ability to change
beliefs. Bayes’ theorem provides a formal method for quantifying the impact of
a test result, but in practice, both patients and physicians tend to revise their
beliefs intuitively, using judgmental heuristics.

Heuristic judgment is a consequence of the dual nature of the human judg-
ment apparatus. Two distinct cognitive processes, often termed “intuition” and
“reasoning,” are enacted by two parallel cognitive systems, which psychologists
refer to as System 1 and System 2, respectively. As Figure 10.8 illustrates, System
1 shares many features in common with perception – it is fast, automatic, and
effortless and based primarily on associations between experiences. System 2,
on the other hand, is slow, controlled, and governed by rules. Formal processes

8 In contrast, other kinds of clinical DSSs, such as clinical reminders for prevention, disease man-
agement, and drug-dosing systems, had a considerably higher rate of studies displaying beneficial
impacts.
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Factors for assessing risk of CHD in next 10 years for patients with diabetes* 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Based on the UKPDS Risk Engine and validated against 
400 patients receiving diabetes care at Mayo Clinic 
Rochester.  When calibrating this paper tool, we erred 
on the side of overestimation – this tool misclassifies 

approx. 5% of patients; note that it does not take into account family history of premature CHD or 
findings from noninvasive CV testing.  The EVIDENS Research Group and the Knowledge and 
Encounter Research Unit prepared this aid thanks to grants from the American Diabetes 
Association.  If you have questions, concerns or feedback please direct those to Victor Montori 
(Montori.victor@mayo.edu). 

Female: Age (years) <60 60 – 74.9 75 + 

 0 9 22 
Male: Age (years) <60 60 – 74.9 75 + 

 6 20 41 
Diabetes duration (years) <5 5 – 9.9 10 + 

 0 2 5 
Smoking status Never Former Current

 0 0 2 
HbA1c (%) <7 7.0 - 7.9 8.0 + 

 0 2 6 
Systolic BP (mmHg) <120 120-139 140 + 

 0 1 4 
Tot Cholesterol / HDL <4 4.0 – 5.9 6.0 + 

 0 6 10 
Microalbumin (µg/min) <30  30 + 

 0 - 1 

Total score Risk category** 
Probability of having CHD 

in the next 10 years 

00-17 Average < 15% 

18-31 Elevated 15 - 30% 

32-69 High > 30% 

Total score + =+

Total ÷ HDL cholesterol 

Figure 10.7 Coronary heart disease scoring rule for patients with type 2 diabetes

(Christianson et al., 2006). Available online at: http://mayoresearch.mayo.edu/mayo/

research/ker unit/decision-aids.cfm. Used with permission of the Mayo Foundation for

Medical Education and Research ©Mayo Foundation.
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Figure 10.8 System 1 versus System 2. (Figure 1 from Kahneman [2003]. ©The Nobel

Foundation [2002], with permission.)

for judgment, such as Bayes’ theorem, rely on System 2 processing, and when
no intuitive judgment is produced by System 1, System 2 is invoked.

In practice, however, an intuitive response from System 1 is often produced
early in the judgment process and then is either (a) endorsed wholly by System
2, (b) used as an anchor for adjustments by System 2 based on other features of
the task at hand, or (c) ruled incompatible with valid reasoning by System 2 and
prevented from being overtly expressed9 (Kahneman, 2003). For example, many
physicians seem to automatically form judgments about patients’ personalities
and intelligence on the basis of their socioeconomics status (van Ryn and Burke,
2000); for some physicians, such judgments may later be ruled inappropriate
by System 2 and effort made to discount them.

Two primary intuitive heuristics apply to probability revision, and several
common biases in probability revision resulting from the use of these heuristics
have been documented by psychologists. The first, anchoring and adjustment,
suggests that we select an initial, or anchor, probability with System 1 and then
apply System 2 to adjust our beliefs from the anchor (Tversky and Kahneman,
1974). However, the adjustment is frequently insufficient, which leads to “con-
servatism,” one of the earliest cognitive biases identified (Edwards, 1968).

The availability heuristic, discussed in Chapter 5, also gives rise to biases in
probability revision. Because important or particularly harmful outcomes are
more salient, the value of an outcome may be confounded with its probability.

9 Preventing an intuitive response from being overtly expressed does not, however, prevent it from
impacting judgment. Incompatible responses may find more subtle expression through making
the effort of judgment more difficult or interfering with metacognitions used to select appropriate
rules and methods for making a judgment.
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As a result, it is difficult for everyday judgment to keep separate accounts of the
probability of a particular disease and the benefits that accrue from detecting
it. Probability revision errors by physicians that are systematically linked to the
perceived cost of mistakes demonstrate the difficulties experienced in separating
assessments of probability from values (Wallsten 1981; Poses, Cebul, and Collins,
1985). In addition, information presented or acquired late in a workup tends
to be more salient, and as a result, such information is given more weight than
earlier information, regardless of its diagnostic value (Chapman, Bergus, and
Elstein, 1996).

Other biases in test selection and interpretation have also been noted. In
collecting data, there is a tendency to seek information that confirms a hypoth-
esis rather than data that facilitate efficient testing of competing hypotheses.
This tendency has been called “pseudodiagnosticity” (Kern and Doherty, 1982)
or “confirmation bias” (Wolf, Gruppen, and Billi, 1985). Similarly, the most
common error in interpreting findings is overinterpretation: data that should
not support a particular hypothesis, and that might even suggest that a new
alternative be considered, are interpreted as consistent with hypotheses already
under consideration. The data best remembered tend to be those that support
the hypotheses generated. Where findings are distorted in recall, it is generally
in the direction of making the facts more consistent with typical clinical pictures
(Elstein, Shulman, and Sprafka, 1978; Friedman et al., 1998).

No universally effective methods for debiasing these judgmental tendencies
have been developed; indeed, because they are so deeply rooted in our intuitive
system, and because our intuitive system is essential to everyday operation, it
seems unlikely that such methods could ever be developed. Instead, we must
pay close attention to the learning environments in which medicine is taught
and practiced to ensure that associations between, for example, symptoms and
underlying diseases, are more likely to be made correctly.

In his book Educating Intuition, Hogarth (2001) draws attention to learn-
ing environments, distinguishing between those that are “kind” and facilitate
learning appropriate associations and those that are “wicked” and obstruct the
development of such associations. Kind environments are associated with rel-
evant feedback, which provides the information necessary to learn correctly,
and exacting costs of error, which provides the motivation to refine associa-
tions. Wicked environments provide irrelevant feedback and are lenient about
error, which prevents the irrelevancies from coming to our attention and being
remediated. Hogarth also suggests that some of the keys to effective use of our
two modes of judgment include seeking appropriate feedback, imposing “cir-
cuit breakers” in our decision making to force us to stop and check System 1
reasoning with System 2, accepting the possibility of conflict, and more reg-
ularly applying the scientific method (observation, speculation, testing, and
generalization) to our judgments.
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Summary

Diagnosis is rightly considered one of the most important aspects of medi-
cal decision making. Diagnostic tests are developed to fit particular medical
decisions; the choice of a test depends in large part on the goals of the diagnos-
tician. Clinicians have a variety of measures by which the performance of a test
may be assessed, and formal tools exist to use test results to help a clinician revise
their beliefs in a patient’s putative diagnosis. In the absence of formal methods
(and even in their presence), a powerful system of intuition guides judgments
and can be both improved and checked by formal reasoning.

Questions for clinical practice
� What is my goal in testing this patient? Is it more important to screen for a

potential condition, to rule in a diagnosis or to rule out a diagnosis?
� What is my current level of suspicion that this patient has the diagnosis?
� Which tests are available that can meet my goals, and how powerful and useful

are they when applied to patients like this one? Will my treatment plan change
as a result of either a positive or negative test?

� If there is a significant possibility of false positives or false negatives, how can
I best explain that to my patient and advise them on how to proceed through
the workup?
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Family matters

Introduction

Mr. P. is a 65-year-old man newly diagnosed with moderately differentiated
clinically localized prostate cancer. He has been married to Mrs. P. for 38
years; they have two grown children. Mr. and Mrs. P. have come to consult
you about whether he should undertake surgery, radiation treatment, or
watchful waiting.

Ms. A. is a 50-year-old woman whose mother, age 75, has mid-stage
Alzheimer’s disease. Ms. A. has been progressively assuming greater caregiver
responsibilities and feels that she will soon have to take sole responsibility for
making decisions about her mother’s care. She has come to you for advice
about how to handle her new role.

This chapter explores two very different areas that represent intersections of
family relationships with medical decision science. First, the case of Mr. P.
considers how a patient’s decisions might be affected by the impact of his or
her health and quality of life on other family members. Second, the case of Ms.
A. considers the ramifications of making decisions on behalf of another family
member who is unable to do so for themselves.

Family utility

Nearly all of the prescriptive research and theory in medical decision making
focuses on how patients should make decisions to maximize their health benefits
or how payers and societies should make decisions to maximize the benefits they
provide to patients within their budget. Patients are considered as individuals
who receive direct benefits from their health care decisions. But some physicians
have called attention to the fact that most people live within family units and
need to be considered in this context (Schmidt, 1978). This has been more than
a theoretical consideration; studies have documented that physicians identified
as exemplary by their peers routinely discuss their patients’ options within the
context of family (Marvel, Doherty, and Weiner, 1998).
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In fact, it is fairly easy to see that our patients’ families are involved in patients’
health care benefits in at least two ways. First, patients whose family relationships
provide them with intrinsic value may get to enjoy this value longer and more
fully if they improve their life expectancy and quality of life. Second, improving
a patient’s health or extending his life may increase the quality of life of other
family members.

The impact of these family utility factors on treatment decisions is developed
and illustrated for prostate cancer in an important recent paper by Anirban Basu
and David Meltzer, two internists at the University of Chicago.1 Their analysis
is based on a decision model that found that the best treatment option, the
option with the highest expected utility, can be related to a person’s marital
status (Meltzer, Basu, and Egleston, 2001).

Benefits to patients with families

When Mr. P. chooses whether to seek active treatment of his prostate can-
cer, he is faced with a choice between treatments (surgery and radiation) and
watchful waiting. Each of the treatments may provide some benefit in life
expectancy and may reduce the chance of progression to metastatic cancer
with its concomitant reduction in quality of life. On the other hand, each of
these treatments is associated with costs, meaning they increase the probability
of quality-reducing side effects, notably impotence, incontinence, and bowel
dysfunction.

If Mr. P. is happily married, his quality of life is enhanced by his marriage
and family. As a result, when his life is extended, each life year he gains is a year
at higher quality than he would experience if he were unmarried (or unhappily
married).2 In effect, because Mr. P. is happily married he gets more QALYs per
each year of his life year.

This additional health benefit that accrues to Mr. P. by virtue of his family
relationships should be included when examining the overall utility impact of
his treatment choice from a societal perspective. That is, extending the lives of
people with fulfilling family ties results in overall greater utility (as measured
by QALYs) to society.3 In Mr. and Mrs. P.’s family-level perspective, however,

1 Meltzer is also an economist at the Harris School of Public Policy Studies at the University of
Chicago. Because their work is nearly the only research on family utility in medicine, this section
of the chapter extensively reviews and follows their article (Basu and Meltzer, 2005).

2 In part, this result is specific to the focus on prostate cancer, which affects primarily older men.
A 65-year-old man who is unmarried is likely to remain so. A treatment decision affecting a 25-
year-old man, on the other hand, would have to consider the probability that the patient would
marry in the future, and thus be subject to family-related utility adjustments.

3 Or, similarly, encouraging people to form meaningful and quality-enhancing relationships with
one another increase the health benefits that accrue to society as a result of health care interven-
tions. Analysis from a societal perspective is discussed more fully in Chapter 12.
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the pleasure he derives from his relationships should have no effect on his
treatment decision, because he does not expect to alter his relationships during
his treatment. That is, Mr. P. may gain more from a life-extending treatment than
an unmarried man, but Mr. P., who remains married throughout his treatment,
will not notice the difference. However, the best decision from Mr. and Mrs. P.’s
perspective might be different from the decision that unmarried Mr. Z. might
make, particularly if quality of life and length of life outcomes are traded off in
the decision.

This family effect is an instance of a more general principle introduced in
Chapter 4. As a patient’s quality of life improves, the benefit of extending his or
her life increases; similarly, as a patient’s life expectancy improves, the benefit
of improving his or her quality of life increases.

Benefits to families of patients

Mr. P.’s health state necessarily impacts the quality of Mrs. P.’s life. If Mr. and
Mrs. P. are happily married, interventions that allow Mrs. P. to spend more time,
or higher quality time, with Mr. P. increase her quality of life as well. On the
other hand, interventions that result in a lower quality of life for Mr. P. may
impair Mrs. P.’s happiness, either through emotional effects (such as anxiety
and depression) or reduction in the quality of their interaction. For example, if
Mr. P.’s treatment renders him impotent, Mrs. P.’s quality of life may be reduced
both because she sympathizes with his emotional upset at the side effect and
because she may find some previously pleasurable sexual activities less available.
In addition, if cancer treatment significantly weakens Mr. P., then Mrs. P. will
need to provide more personal care to make up for what Mr. P. can no longer
do for himself.

These have been called “spillover effects” and they are largely unaccounted
for in most decision analyses and cost-effectiveness studies. But it is clear from
Basu and Meltzer’s work that this effect can impact treatment choice from both
a family and societal perspective. From Mr. and Mrs. P.’s perspective, spillover
may make some treatments more attractive than others because the benefit to
Mrs. P. may cause one treatment to stand out among the others. From a societal
perspective, health care interventions may be more beneficial (and thus more
cost effective) when they have positive expected impacts that spill over onto
other family members.

According to Basu and Meltzer’s (2005) analysis, if family spillover is not
considered, then watchful waiting has the highest expected value. Surgery results
in a net loss of 1.57 QALYs and radiation results in a net loss of 0.72 QALYs.
But after considering spillover effects on Mrs. P., the option with the highest
expected value can change. If the couple’s quality of life increases by about 0.1
per year as a result of Mr. P.’s continued survival (net of side effects), surgery
remains a losing proposition on average (with an expected net loss of 0.58 QALYs
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to the couple as compared with watchful waiting). Radiation, on the other hand,
now becomes a reasonable choice and results in an additional 0.27 QALYs to
the couple, as a result of Mr. P.’s additional benefit from continuing his married
life and Mrs. P.’s additional benefit from Mr. P.’s continued life.

If Mr. P. were 85 years old, however, his expected survival would be consid-
erably less. Not only would he and Mrs. P. receive less benefit from life gain, but
the impact of the potential adverse side effects on Mrs. P.’s quality of life could
actually result in negative spillover effects, making treatment even less prefer-
able for a married man than an unmarried man. This analysis suggests that the
effect of these spillover effects can be related to age; therefore, age is important
when determining the treatment option with the highest expected value.

Costs to families of patients

Family status also has important ramifications on the cost of care to patients.
Families with multiple wage earners may have more flexibility with respect to
their medical care because of their increased resources to pay for care. Families
in which family members can serve as caregivers without a loss of income to the
family similarly have resources that act to decrease the cost of care.

On the other hand, larger families require more resources than smaller fam-
ilies. Patients with families who face large medical bills are reluctant to deprive
their family of those resources while they’re alive, or saddle them with debt
should they die.

For most individuals, health is, if not priceless, much more highly valued than
personal wealth. Choices between personal health and family welfare, however,
are much more difficult. Physicians whose patients have others depending on
them should be particularly attuned to these nonmedical goals.

Do patients already consider family impacts?

Basu and Meltzer’s analysis is first and foremost prescriptive. They seek to
describe methods by which decision analyses can incorporate family utility,
and to illustrate cases in which impacts on family quality of life may result in
different recommendations to the decision maker or policy maker. But their
article also provides persuasive evidence that individual clinical decisions may
already evince concern for family utility.

They examined data from the Surveillance Epidemiology and End Results
(SEER) database, which collects data from tumor registries in the United States,
together with Medicare data on health care claims for the SEER patients. They
analyzed the treatment choices of 9 094 newly diagnosed prostate cancer patients
aged 65 and older with nonmetastatic tumors.
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As predicted by their prescriptive models, married patients were more likely
than unmarried patients to choose treatment over watchful waiting at younger
ages, but less likely to choose treatment over watchful waiting as they got older.
This crossover is a particularly striking success for their predictions. Widowed
and separated or divorced patients behaved like unmarried patients, making
it unlikely that their result was due to some difference associated with being
“marriageable” or “ever married.”

Surrogate decision making

We now shift our focus from spillover effects and their influence on determining
best treatment decisions to how health care decisions should be made when
patients are unable to communicate their wishes. Although these two questions
are related, the connection has not been well defined; the first comes out the
world of economics and the second from the world of bioethics.

Physicians are accustomed to making recommendations for others; patients,
however, face additional and often unfamiliar complexities when they find them-
selves in a position of “agency” – responsible for decisions that affect the health
of a child, an aged parent, or an incapacitated spouse. How can physicians guide
patients in these situations?

It is important to recognize that there is a continuum of decision compe-
tence. The ideal decision maker is a competent adult with informed insight into
their condition and their options, the ability to communicate their wishes, and
access to beneficent counsel from professionals in medicine, law, and so on.
At the other end of the continuum are patients who are completely unable to
communicate or interact with others. Arrayed in the middle are patients who
can communicate but lack other features of the ideal decision maker, such as
adult status, informed insight, or access to beneficent counsel. For example, in
most societies, children are not accorded the legal capacity to make decisions
about their health. Similarly, psychiatric patients and the mentally disabled may,
in some cases, not be fully competent (in either the legal or common sense) to
make decisions.

Ms. A.’s mother, with mid-stage Alzheimer’s disease, is usually lucid, and
still able to understand medical information and communicate her wishes with
respect to her care. Ms. A. and her mother recognize, however, that eventually
she may no longer be able to do so. They are beginning to plan for how decisions
will be undertaken on her behalf at that point.

Can patients make decisions in advance?

A popular approach to the problem of incompetence in decision making is the
advance directive in the form of a living will. A person, knowing that he may one
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day be a patient unable to communicate his wishes about his health care, may
record these wishes in a document with the expectation that the instructions
will be followed should he become incapacitated. Living will statutes giving legal
force to these wishes have been enacted throughout the United States and in
many other countries.

Unfortunately, living wills are problematic for several reasons outlined
recently by an important and controversial article by Fagerlin and Schneider
(2004), entitled “Enough: The Failure of the Living Will.” They argue that liv-
ing wills do not and cannot serve their stated purpose, because of “stubborn
traits of human psychology and persistent features of social organization.” The
problem with living wills according to these authors is that:
� Most people do not write them, even among groups that would be expected

to face the need to consider the possibility that they will be incapacitated and
unable to direct their own care, such as chronically or terminally ill patients.

� People who do write them do not properly ensure that they are available when
they are needed. In many cases, their physicians and surrogates are unable to
find their living will documents.

� People cannot predict their future preferences accurately. This problem has
already been discussed at length in earlier chapters.

� People cannot articulate their preferences clearly in writing. In addition to
difficulties with health literacy and legal language, people often cannot antici-
pate the impact of new technologies and provide sufficiently broad directions
to cover novel situations.

� Decision makers cannot interpret them the way patients would like. The more
difficult it is to articulate preferences clearly, the most likely it is that those
reading the living will may misunderstand or be unsure how to apply its more
general instructions to a particular situation.
Fagerlin and Schneider are strong advocates of advanced directives and want

these directives to have meaning when they are called upon. They recommend
that patients forego living wills in favor of naming a health care proxy (sometimes
referred to as providing a “durable power of attorney for health care”). That is,
although patients may set down their preferences in writing, they do better to
select and empower a trusted person to represent their desires, rather than rely
on the writing alone.

Who makes decisions when the patient can’t?

Although any other competent decision maker could, in principle, assume
responsibility for directing the care of a patient who is unable to do so for
herself, in practice there are two groups of potential surrogate decision mak-
ers for most patients: physicians and family members. And although physi-
cians have unique advantages as health care decision makers by virtue of their
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knowledge and experience of medicine, patients often prefer family mem-
bers for their knowledge and experience of the patient, her lifestyle, and her
values.

As physicians Arnold and Kellum (2003) point out in a review of the moral
justifications for surrogate decision making, there are several reasons to pre-
fer family members as surrogates. As a procedural matter, when patients select
family members as surrogates – as they often do – physicians who accord sur-
rogate status to those family members are respecting the autonomy and choice
of the patient. More substantively, family members ought to be better able, in
principle, to speak “as if ” they were the patient and to represent the patient’s
wishes because of their extensive interactions and close relationships with the
patient.

In addition, society may value the family as decision makers quite apart from
the specific decisions to be made. Family members are likely to be most strongly
affected by the patient’s health care (through the spillover effects mentioned in
the first section of this chapter), and may bear a significant financial burden
for the cost of the patient’s care. Moreover, social policy may encourage the
empowerment of families as social units as a moral good in itself (Arnold and
Kellum, 2003).

Not all surrogate decision makers are family members, of course. Some
patients have no family or are estranged from their family. Others believe that
their family would be incapable of following their wishes or being objective
about health care choice due to the strong (and perhaps incapacitating) emo-
tions the family might experience when faced with a significant health care
decision for a close relative. As a result, some patients do in fact select their
physician or trusted friends as their health care proxy.

How should surrogate decisions be made?

When decisions are made by a surrogate, how should the decision maker
approach the decisions? Ethicists have generally identified two major approaches
to surrogate decision making: substituted judgment and the best interest
standard.

In substituted judgment, the surrogate attempts to make the decision as it
would have been made by the patient. That is, the surrogate tries to act as a
substitute for the patient and an extension of the patient’s will. The surrogate
may do this by applying the patient’s own decisions, made before their incapaci-
tation, and expressed in a living will or through conversation with the surrogate.
If the patient is facing a situation for which they have not given the surrogate spe-
cific instructions, the surrogate may apply substituted judgment by attempting
to use their knowledge of the patient’s goals, values, and preferences to determine
how the patient would have made the decision had they been able to.
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The best interest standard, in contrast, does not require the same degree of
knowledge about the patient. Rather than determine what the patient would have
done (as in substituted judgment), best interest judgments seek to determine
which course of action would be in the best interest of the patient. Clearly,
knowledge of the patient’s goals is helpful in defining their best interest; if the
patient devotes her life to music, her best interest is likely to favor choices that
preserve her musical ability. As patients remain alive and incapacitated for longer
periods, and as new medical interventions are developed or studied, it becomes
increasingly difficult to make substituted judgments about options the patient
could never have considered. In this situations, best interest often becomes the
relevant standard.

A recent study of patients with dementia from Alzheimer disease and their
families found that few families adopted a pure substituted judgment approach
to their decision making. Most either used the best interest standard when
making decisions or believed that the two standards would result in the same
decisions for their family member (Hirschman, Kapo, and Karlawish, 2006).

Do surrogate judgments agree with patient judgments?

A mountain of evidence has accumulated that suggests that surrogates are far
from perfect at predicting the decisions that patients prefer. A recent review of
this research found that surrogate and patient decisions typically agree about
70% of the time; put another way, surrogates mistake the patients’ decisions
nearly one-third of the time (Shalowitz, Garrett-Mayer, and Wendler, 2006).
Although surrogates were most accurate when making predictions in scenarios
involving patients’ current health states, even that level of accuracy reached only
79%; when making predictions in scenarios involving dementia or stroke, in
contrast, accuracy levels are about 58%.

Most interesting in this research is that the approximately 70% level of agree-
ment is surprisingly consistent; no methods have been shown to reliably increase
the ability of surrogates to predict their patients’ wishes. Notably, surrogates who
engaged in more conversations with their principals around end-of-life decision
making performed no better than surrogates who did not (Shalowitz, Garrett-
Mayer, and Wendler, 2006). This was shown most strongly (and surprisingly) in
the SUPPORT (Surrogates’ Agreement with Patients’ Resuscitation Preferences)
trial (Marbella et al., 1998). Patients and families in the intervention arm of this
large randomized trial had extensive interaction with specially trained nurses.
The key outcome was whether surrogates could accurately predict patients’
preferences for do-not-resuscitate versus CPR orders.

Despite the powerful (and costly) intervention, agreement between patients
and surrogates never exceeded 80% and was indistinguishable from agreement
in the control arm of the trial. There was also no difference in agreement by
whether the surrogate was the patient’s spouse, child, parent, or sibling; when
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surrogates were none of these, however, agreement was lower (approximately
65%). Agreement was also somewhat lower for older patients than younger
patients.4

Although imperfect, surrogate judgments appear to be the best available
method for patients to assert their preferences when they are no longer able to
make or express judgments for themselves.

A role for the physician

The tasks for physicians involved in their patients’ family matters are complex. A
patient may make decisions that the physician would not have made for herself.
In this chapter, we see that this can occur even when the patient and his physician
agree on how the risks and benefits play out on the personal level. In fact, the
patient may be making a decision that does not seem optimal at the personal
patient level but is nevertheless an optimal decision at the family level.

The physician is responsible for educating her patient about testing or treat-
ment options including possible risks and benefits. As this chapter shows, in
some cases these risks and benefits might well include potential harms or bene-
fits to other family members as a result of the patients’ health decision; in other
cases, the physician may be responsible for educating the patient’s surrogate
decision maker rather than the patient himself.

Indeed, another important task for the physician may be helping patients
decide how they want health care decisions to be made when they are not able
to communicate their desires. Many patients will opt to manage this need for
advanced directives by using living wills. However, available evidence suggests
that it might be better if the patient names a health care proxy to make these
decisions in real time instead of attempting to prospectively write out how they
want these potential decisions to be handled.

Summary

Family members play important roles in medical decision making in several
ways. In addition to serving as sources of information and support for patients,
this chapter highlights two other important ramifications of family relation-
ships. First, patient decisions may be influenced by their family structure, both
because patients with happy families may receive more benefit from extending

4 An earlier phase of the SUPPORT trial examined the agreement between patient preferences and
their physicians’ judgments of their preferences. Physicians performed better than surrogates
when making predictions for patients who desired a DNR (60% agreement for physicians vs. 44%
for surrogates). On the other hand, surrogates performed better when making predictions for
patients who desired CPR (88% for surrogates vs. 77% for physicians.)
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their lives than patients without satisfying relationships and because patients
may desire to make decisions that benefit their families as well as themselves.
Second, patients often look to their families to serve as surrogate decision makers
when they are unable to make health decisions.

Questions for clinical practice
� How will my patient’s health choices impact his or her family? Has my patient

given this due consideration? Have I?
� How can I help my patients to have their wishes considered if they are inca-

pacitated and unable to communicate or make decisions?
� What information do surrogate decision makers need to help them fulfill their

role?
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Public health

Introduction

You have recently adopted the recommendation of the Advisory Committee
on Immunization Practices of the U.S. Centers for Disease Control and
Prevention to vaccinate all children ages 12 to 23 months against hepatitis A.
At an 18-month visit, one of your patient’s parents asks you about it. “With
the rising costs of health care, does it really make sense to give kids another
shot? I understand polio and tetanus, but hepatitis A?”

In the United States, physicians have traditionally focused their attention on the
clinical treatment of their patients with only secondary concern for matters of
public health or the cost of medical care; the duty to the patient was primary.
This focus has changed dramatically, however, in the last 20 years as concerns
with rising health care expenditures have caused both physicians and laypeople
to question not only whether good care is being provided but also at what cost.

In most countries outside the United States, physicians have always been
responsible for the broader health of their societies (James et al., 2005). Partic-
ularly when health care resources have been explicitly limited, either by scarcity
or policy, physicians have been important advocates of the provision of cost-
effective care.

This chapter introduces elements of decisions involving public health. First,
it considers the problem of the aggregation of value: how should society place
a value on health states that may be evaluated differently by different patients?
Second, the chapter discusses direct and indirect costs and savings associated
with medical care and briefly explains guidelines for the measurement of medical
costs to society. Finally, the chapter combines the two by introducing cost-
effectiveness analysis as a model for allocating a budget to public health programs
and reviews the cost effectiveness of several kinds of public health and medical
interventions in current use. The chapter case illustrates all of the concepts by
presenting research on the cost effectiveness of routine hepatitis A vaccination
for children in the United States.

159
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The societal perspective

Public health decisions typically bring health benefits to people and generate
health costs that are paid by people. Depending on which group(s) of people are
considered in the decision, the impact of the choice can look very different. The
answer to this question – whose benefits and whose costs will be considered? –
is referred to as the “decision perspective.”

Decision perspective determines which benefits and costs are considered ger-
mane to making the decision. This is particularly important when the costs are
not fully borne by the beneficiaries. For example, taking the individual patient
perspective in the United States, patients who are covered by health insurance or
government financing programs rarely pay the full cost of their care. As a result,
such patients have an incentive to obtain as much care as possible at discounted
prices; indeed, they may even be willing to take additional health risks because
they know they can rely on coverage (economists call such an incentive structure
a “moral hazard”). Although the individual patient perspective is appropriate
for a single patient making a decision, it clearly cannot be the basis for public
health decision making in societies where health care costs are pooled.

Although individuals do not pay for the full cost of their health care, another
possible perspective would be that of the “payer,” for example, an insurance
company, health maintenance organization, or government-funded health care
program (e.g., Medicare). The payer perspective considers those costs incurred
by the payer, and those health benefits received by all the people covered by the
payer (i.e., by those people to whom the payer seeks to provide health care).
This perspective is often adopted by insurance companies and health services
seeking to decide whether offering a new treatment is worthwhile and affordable;
because the payer is limited in what it can spend, and interested solely in the
welfare of its covered participants, such a perspective properly incorporates the
payer’s concerns.1 The payer perspective typically does not include the costs
incurred by the patients in obtaining their care (e.g., co-payments or portions
not covered by the payer).

From a true public health standpoint, however, the payer perspective focuses
only on those patients covered by the payer (which may be a small subset of
the public) and ignores other important components of medical costs that are
borne by the public at large. For example, when illness prevents a sufferer from
working at their job, society loses the benefit of the worker’s productivity during
the period of illness; this represents a cost to society that is not included in the
payer perspective, unless the payer also happens to be the patient’s employer.2

1 This is particularly true when the payer has no profit motive; for-profit insurance companies
have an additional (and sometime conflicting) interest in minimizing costs that may not be fully
captured by this perspective.

2 If the patient does not have paid sick leave, this cost may be incurred by the patient and accounted
for in the patient perspective, of course.
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Similarly, the payer perspective does not account for benefits that result from
interventions funded by the payer but received by those not covered by the payer.
In the case of vaccinations, this might occur due to herd immunity: the vaccine
may provide health benefits even to the unvaccinated.

Accordingly, public health decisions are usually analyzed from the societal
perspective, in which all costs incurred by society (e.g., by a nation) are consid-
ered, and benefits received by any member of the society are sought. This broad
perspective ensures that decisions focus on the health of the society and reflect
the resources of the society. It is in society’s interest to provide as much health
care as possible to the public at the lowest possible cost within the health care
budget (which reflects the relative priority that a given society places on health
care versus other social goods such as education, defense, etc.).

The aggregation of value

Adopting the societal perspective implies the need to be able to measure health
benefits to society across a variety of possible health interventions. Several
approaches have been used.

Health benefits in monetary units

An early approach to measuring benefit focused on assigning a monetary value
to the health benefits. Aggregating benefits then becomes as simple as adding
the monetary values. This approach characterizes “cost–benefit analysis,” which
weighs the costs of a program against the (monetary) value of its benefits.

Assigning monetary values to health benefits is not always straightforward,
because health is not a market good. How much is it worth to shorten the
duration of the flu by two days – as distinct from saving the cost of two days of
flu (e.g., the cost of care, lost wages, etc.), which can be incorporated into the
“cost” side of the analysis rather than the “benefit” side? Two major methods
are used to determine the monetary value that people place on health benefits:
observed spending behavior and contingent valuation.

When actual spending behavior can be observed, it can provide insight into
a market value for a health benefit. For example, if there are several differ-
ent products that promise relief from two days of flu symptoms at different
prices, analysis of the purchase of these products might reveal the amount of
money that people consider equally valuable to relief from two days of flu symp-
toms. Such an observation would not be perfect, however, as the products likely
have other effects (side effects, inconvenience of taking the product) that may
influence their prices, and people may or may not consider costs such as lost
wages. Moreover, such observation opportunities are difficult to come by in
most important cases, because, as alluded to earlier, few people pay the actual
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cost of their care. For example, there are likely to be few observations of patients
paying the cost of their emergency room care for a broken shoulder.

When spending behavior cannot be observed, contingent valuation methods
can be applied. In this approach, groups of people are surveyed and asked
whether they would be willing to pay a given amount to receive a given benefit.
For example, survey respondents might be asked if they would be willing to
pay $50 to shorten the duration of flu symptoms by two days. These surveys,
if well-constructed, have the advantage of providing direct monetary values
for health benefits. Unfortunately, they are also subject to well-known biases,
including both income effects (if you don’t have $50, you can’t be willing to pay
$50) and lack of attention to income (people stating that they are willing to pay
enormous amounts).3 Moreover, some kinds of health benefits – such a saving
the life of a child – strike people as immoral to assign a monetary value to; even if
a respondent believes there is an appropriate value, he may be reluctant to say so.

Health benefits in health units

A second approach to measuring benefit is to use natural health units – lives
saved, hepatitis cases prevented, life years added, and so on. This approach
was termed “cost-effectiveness analysis” to indicate that benefits refer to the
effectiveness (in health terms) of the intervention.

A clear advantage of using natural health units is that they can often be
measured objectively, on the basis of epidemiological data or clinical research.
They do not require people to assign subjective values to the benefit, and do not
lead to moral concerns about placing a dollar value on health.

If health benefits were uniformly objective, for example, additional years
of life, such aggregation would be a relatively simple process. A hypothetical
intervention that provided, on average, three additional life years to each patient
who needed it, and that would be needed by 10 000 patients per year, could be
expected to produce 30 000 additional life years per year.

Unfortunately, the usefulness of cost-effectiveness analysis in natural health
units is largely limited to decisions between alternative interventions for the
same health problem, because natural health units are rarely commensurable
across diseases. A public health program that results in 1 000 fewer cases of
carpal tunnel syndrome per year is superior to one that results in only 100 fewer
cases at the same cost, but how should it be compared to a program that results
in one additional life year per year or a two-day decrease in flu symptoms for
100 000 people per year?

3 An alternative measure, willingness-to-accept (WTA) asks people to indicate how much money
they would require to forgo a benefit (or to compensate for a harm). In general, WTA estimates
tend to be higher than willingness-to-pay (WTP) estimates, and possibly less reliable, and analysts
who perform contingent valuation nearly always prefer WTP. For an excellent review of the issues,
see Bayoumi (2004).



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: Yet To Come

CUUK161-12 CUUK161-Schwartz-v2 ISBN: 9780521697699 April 7, 2008 20:34

Public health 163

Health benefits in utility units

A third – and recommended – approach to measuring benefit is to use util-
ity or quality-of-life units, typically quality-adjusted life years (QALYs).4 This
approach is a specific type of cost-effectiveness analysis that is formally termed
“cost–utility analysis.” Its advantages are that it measures important compo-
nents of health (including quality of life) and that it uses commensurable units,
which makes it possible to compare the benefits of interventions for different
health problems.

On the other hand, the problem of aggregation of health benefits becomes
much more complicated when health benefits include not only objective
improvements but also impacts on utility or quality of life, which is subjec-
tive and varies from individual to individual for the same health state. Several
methodological challenges must be faced to use measures like QALYs for public
health decision making. Most important among these are whose utilities should
be considered.

Because quality of life is subjective, assigning quality weights to health states
often implies performing some sort of utility assessment on people to determine
how they regard the quality of the health state. Techniques for individual utility
assessments were reviewed in Chapters 2 and 3. A surprisingly difficult question
is who should be asked to make these utility assessments – whose utilities should
be incorporated into public health decisions? Arguments have been made for
several different groups.

Patients who suffer from the health state being evaluated are a natural group
to perform utility assessments upon, because they have the most relevant expe-
rience with the health state. Patients, however, are likely to place more weight on
their illness or disability than on those experienced by others. At the extreme,
if each group of patients considers their illness to be the most important for
society to address, each group can rate their health state to be of extremely poor
quality in an effort to cause more resources to be directed toward it. Experts
in health (e.g., physicians who treat patients with particular health problems)
may have similar conflicts of interest, as well as more difficulty, as surrogates,
in accurately evaluating the impact of the health state.

Community members in general provide a representative sample of health
states. Many will be healthy and have no particular incentive to bias their evalu-
ation of a variety of health states to direct resources; those who are sick and may
have such an incentive will appear in the population in proportion to the num-
ber affected by their illness and thus will receive appropriate weighting when
their values are combined with the healthy. As discussed in Chapter 3, healthy
respondents are likely to be poor at predicting the burden of illness. Despite this
concern, the community population is generally recommended for most public
health decision making.

4 QALYs are discussed extensively in Chapter 4.
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For example, a 2002 study of quality of life in patients with hepatitis A infec-
tions interviewed 181 U.S. citizens by mail. Respondents performed time trade-
off utility assessments for a single hepatitis A health state described in nine
paragraphs; the symptoms would typically last about 39 days, although could
potentially lead to serious sequelae. They found, on average, that men were will-
ing to trade off 25 life days to avoid this health state, and women were willing
to trade off 14 life days (Jacobs, Moleski, and Meyerhof, 2002).

It can also be argued that taxpayers, rather than all community members,
are the most appropriate group on which to assess utilities, as taxpayers pro-
vide the resources spent by the health care system. Accordingly, there are both
moral reasons (those who provide the resources should have a voice in how the
resources are used) and methodological reasons (taxpayers have an incentive to
see that their taxes will be used to maximum benefit) for this suggestion. Tax-
payer samples are generally not used, however, because many medical conditions
disproportionately impact those in poverty and without access to good care. To
further ignore or underweight the health needs of this population because they
do not pay taxes would be to place them in double jeopardy; in most societies,
social values preclude such an undertaking.

Measuring medical costs

Accounting for the cost of a medical intervention seems like it should be a
simpler proposition than determining how to measure and aggregate benefits
to quality and length of life. After all, costs already have a natural unit (dollars, or
euros, or whatever the local currency is), are objective, and are usually written
out or recorded. Surprisingly, measuring medical costs turns out to be quite
difficult, for several reasons.

Costs and charges

When a patient or payer receives a bill from a health service provider, the bill does
not list the cost of care, but the “charge” for care from the provider. These charges
vary from provider to provider, and reflect not only differences in cost (e.g., the
cost of nursing labor may vary from region to region) but also differences in
such factors as profit levels and market demand for services (e.g., a provider
located in an affluent and image-conscious city may charge more for cosmetic
surgery than one located elsewhere, despite equivalent costs). Similarly, when a
third-party payer (e.g., an insurance company) pays for care, it may not pay the
cost of care or the charge for care, but some other scheduled amount negotiated
between provider and payer; these negotiations undoubtedly include exogenous
factors beyond simply the cost of care.
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From a societal perspective, it is true costs that matter.5 Decision analysts who
wish to incorporate costs into analyses to make public health recommendations
must either find ways to measure actual costs or, more frequently, must estimate
the cost of care, either by using charges and applying a “cost-to-charge” ratio
based on the overall charge level of the provider (e.g., costs are 62% of charges)
or by conducting some form of “microcosting,” in which individual activities in
the provision of health care are assigned costs and the overall cost is computed
by summing the microcosts.

Medical and nonmedical costs

The cost of a health care intervention includes more than simply the price of a
drug, the cost of supplies, and the salaries of health care professionals. Although
these medical costs constitutes the major portion of health care costs for many
tests and treatments, nonmedical costs can be substantial and at times even
more influential.

The most important nonmedical cost is often the cost of productivity loss
experienced due to illness, either by the patient or by a family member who must
serve as their caregiver. For example, when a parent must stay home from work
to care for a sick child who cannot go to school, society incurs a productivity
loss as result of losing the parent’s work for the day.

A variety of costs related to illness or treatment can be important. For example,
in considering routine hepatitis A vaccination in the United States, some of the
important costs include the cost of caring for patients with hepatitis A infection
and sequelae, productivity losses based on the expected wage of the patient or
caretaker, the cost of disease surveillance and response, the cost of vaccination,
and the cost of managing adverse events from vaccinations.

Discounting future costs

Some costs are incurred immediately; others will be incurred in the future.
For example, a new treatment for HIV may require the patient to take expen-
sive pharmaceuticals for many years and to undergo regular monitoring tests.
Because money now is more valuable than money later (as reflected in cap-
ital markets), costs that will be paid in the future are discounted. Typically,
discounting is performed at a constant annual rate of 3% to 5%.

One implication of discounting is that interventions that produce savings
in the short term and costs in the long term become relatively attractive. Not

5 When it is in the public interest to provide health services at cost universally, government can fix
costs or set up its own health care system. Even where these steps are not taken, however, public
health decision making generally seeks to avoid subsidizing market effects or profits to private
companies.
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paying for screening tests is an example of such a strategy. Naturally, such a short-
sighted approach to budgeting will lead to disaster if the short-term savings are
not properly kept in reserve so that they (and their earnings) will be available
to make payments in the long term.

Another implication of discounting is that cost analyses performed at different
times must standardize their monetary unit across time; this is also required by
the impact of inflation and deflation. An intervention that cost $500 in 1950
might cost $3 500 in 2007.6 Accordingly, the cost of public health interventions
must be compared using the same year’s currency, for example, 2005 dollars.

Future indirect medical costs

Most economists agree that it is important to consider the immediate medical
and nonmedical costs of health care, as well as the (discounted) future medical
costs associated with a health care intervention. Some economists also suggest
that society should consider (discounted) future indirect medical (and other)
costs that result from a health care intervention (Johannesson, Meltzer, and
O’Conor, 1997; Meltzer, 1997).

To see why this suggestion is controversial, consider a new treatment that
extends life expectancy by 5 years. Those 5 years will be experienced at the end
of the recipient’s life, at a time when she or he is retired (and therefore not
producing net economic value to society) and at an age when health naturally
begins to deteriorate. It is likely, therefore, that the recipient will incur additional
medical costs during these 5 years. By extending the recipient’s life, then, the
very act of living longer increases costs to society – put starkly, it is cheaper for
economically nonproductive people to die younger than older.

Proponents of including future indirect costs point out that while such an
inclusion does make life-extending interventions relatively less cost-effective in
the elderly and the chronically ill, it also makes quality enhancing interventions
relatively more cost-effective. Those who disagree point out that although it may
be sensible to account for all future costs from related or unrelated illness, it is
only sensible if quality-of-life measures also include the value associated with
future resource consumption (Nyman, 2004). It is unclear whether commonly
used quality-of-life or utility measures may (implicitly) include these values
(Gandjour, 2006; Nyman, 2006).

Cost-effectiveness

Cost-effectiveness analysis seeks to quantify the health value provided per dollar
spent on a health care program or intervention. Two guiding principles underlie

6 Assuming, of course, that an intervention from 1950 is still appropriate in 2007!
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cost-effectiveness analysis: a budget ceiling and a utilitarian approach to the
distribution of health benefits.

The practice of cost-effective medicine is sensible only when there is a limited
health care budget – when there are fewer resources available than the potential
demand. With unlimited funds for health care, we should simply provide every
service that has been shown to be the least bit effective. Although there is a small
group of very wealthy individuals and countries who may fall into this category,
nearly all modern societies face a greater demand for health services than can
be provided either by public or private funding.

Cost-effectiveness analysis itself is a tool that implies a simple utilitarian moral
framework: provide as much overall health to a population as possible, given
the budget constraints. So long as this is the public health goal, simple cost-
effectiveness approaches are ideal for optimizing health care spending. In many
cases, however, societies have more complex ethical frameworks that result in
multiple conflicting public health goals. For example, many societies seek not
only to maximize overall health to the population, but also to ensure that the
health benefits are equitably distributed across the population, to ensure that
emergency care is always available, or to prioritize health care for the sickest
members of the population (the so-called rule of rescue). We will return to
these other social values in Chapter 13.

The cost-effectiveness ratio

To maximize the health benefits that can be provided for a given budget (e.g., in
dollars), we need to know the cost-effectiveness of each potential health program
(test, treatment, educational program, etc.), and we need to fund the more cost-
effective programs before the less cost-effective programs. The cost-effectiveness
ratio (CER) is the ratio of cost to health benefit. For example, $100 000 per life
saved, $20 000 per case of HIV prevented, $75 000 per life year, or $45 000 per
QALY.

As discussed earlier, for public health decision making the effectiveness mea-
sure needs to be one that can be aggregated across the population and that
is commensurable across different health programs. Accordingly, most cost-
effectiveness analysis follows the recommendations of the Panel on Cost Effec-
tiveness in Health and Medicine convened by the U.S. Public Health Service
(Gold et al., 1996) and uses dollars-per-QALY.

When each of the potential health programs is independent in its effects (i.e.,
the implementation of one program does not impact the cost-effectiveness of
another program), the optimal combination of programs is found simply by
ranking them in order from most cost-effective (least cost per QALY provided)
to least and then funding them in order until the budget is exhausted.

In practice, however, funding “until the budget is exhausted” is rarely used,
in part because health care agencies can be reluctant to obligate all of their funds
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Figure 12.1 The cost-effectiveness plane.

at once, and in part because in many cases the budget ceiling is not precisely
known. Instead, a threshold CER is identified; interventions that are less cost
effective than the threshold are deemed “not cost-effective” and discouraged
from funding.7 This reflects the concept that societies might simply not be will-
ing to pay $100 million dollars to gain one QALY. Typical thresholds currently
in use are $50 000/QALY or $100 000/QALY.

Figure 12.1 plots a set of hypothetical health interventions on a cost-
effectiveness plane. Effectiveness increases as points move from left to right;
cost increases as points move from bottom to top. The diagonal line represents
the $50 000/QALY threshold.

The upper right quadrant includes four programs that cost money and pro-
vide QALYs, like most medical treatments. Two programs are more cost-effective
than the $50 000/QALY threshold: one provides 1 QALY per $25 000 spent,

7 In practice, of course, few health care delivery systems are begun from nothing, and it is much
more difficult to stop providing an existing benefit than to fail to cover a new benefit. As a result,
many conventionally cost-ineffective procedures remain covered.
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the other provides 10 QALYs per $250 000 spent. Two are less cost-effective,
providing 4 or 5 QALYs per $400 000 (i.e., $100 000/QALY or $80 000/QALY
respectively).

In the lower right quadrant are programs that are cost saving; they both
provide health benefits and save money compared with the cost of not imple-
menting the program. Preventative programs for widespread behaviors with
serious health consequences, like smoking cessation programs, are often cost
saving. The costs of the program can be dwarfed by the future savings in medical
costs to the health care system, patient, or society.

Programs in the upper left quadrant both cost money and reduce health. These
“cost-defective” programs should normally be ceased immediately when they
are found to be detrimental to health. Frontal lobotomy for clinical depression
is a historical example of such an intervention.

Programs in the lower left quadrant are problematic; these programs save
health care dollars but reduce health benefits. For example, a hypothetical pro-
gram that provides unhealthy fast food to visitors in hospital cafeterias (perhaps
to use the savings to provide better televisions to hospital patients) falls into this
quadrant. Some have argued that the cost-effectiveness framework itself results
in rationing of health care to save money; that is, that all the currently provided
effective interventions that society now considers too expensive to provide might
also be considered in this quadrant.

Compared with no vaccination against hepatitis A, routine childhood vac-
cination at age 1 prevents over 172 000 hepatitis infections (and 32 deaths) in
the cohort of 4 million children born in 2005. The resulting gain, 2 154 (dis-
counted) QALYs, would be achieved at a cost of $60.9 million (including savings
due to reducing productivity loss in patients and parents). The CER, therefore,
is $28 000/QALY, making this a relatively cost-effective program (Rein et al.,
2007).

The incremental CER

The CER for an intervention compared with no intervention is sometimes
called the “average” CER. It’s a useful number when we can implement any
combination of programs that we choose, and we’re starting from scratch. More
frequently, however, some programs are mutually exclusive or otherwise depen-
dent on one another – for example, the cost or effectiveness of one smoking-
cessation program may well depend on how many other such programs are
already active in the milieu. In addition, programs are rarely compared against
“no intervention”; often, there is already have some other standard of care in
place.

In these cases, the statistic of interest is not the average CER but the “incre-
mental” cost-effectiveness ratio (ICER): how much more health can a new
intervention provide at how much more cost? To compute an ICER, divide the
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Table 12.1 Sample ICERs from studies conducted in 2002–2003

Intervention vs. Comparison in Target Population 2002 $/QALY

Two intervention sessions on condom use alone VERSUS one control
session on nutrition in non–HIV-infected urban women at high
risk for STDs/HIV

$9,900

Six intervention sessions on sexual behavior and condom use
VERSUS two intervention sessions on condom use alone in
non–HIV-infected urban women at high risk for STDs/HIV

$140,000

Tamoxifen for primary prevention VERSUS no tamoxifen in women
at very high risk of breast cancer (two or more first-degree relatives
affected) – age 35

$45,000

Tamoxifen for primary prevention VERSUS no tamoxifen in women
at very high risk of breast cancer (two or more first-degree relatives
affected) – age 55

$89,000

Tamoxifen for primary prevention VERSUS no tamoxifen in women
at very high risk of breast cancer (two or more first-degree relatives
affected) – age 60

$140,000

Use of hip protectors VERSUS No use of hip protectors in women –
age 65

Cost-saving

First-line therapy with ACE inhibitors VERSUS conventional
first-line therapy with β-adrenoceptor antagonists or diuretics in
male patients without cardiovascular comorbidity requiring
antihypertensive drug therapy – age 40

$760,000

Data from the Center on the Evaluation of Value and Risk in Health.

incremental cost (how much more program B costs than A) by the incremental
benefit (how many more QALYs program B provides than A).

Just as with average CERs, analysts often set a threshold ICER as a rule of
thumb for cost-effectiveness; again, the most common thresholds are $50 000
(or pounds or euros) or $100 000 (additional) cost per (additional) QALY. An
intervention might be cost-effective when compared with nothing, but quite
cost-ineffective when compared to an existing standard of care that already
provides most of the same benefits at a low price.

The CEA Registry of the Tufts-New England Medical Center’s Center for the
Evaluation of Value and Risk in Health provides a searchable database of cost-
effectiveness analyses. It also provides several “league tables” listing the ICERs
for a large number of interventions and comparisons. For example, Table 12.1
reproduces a small number of selected results from the database for analyses
conducted in 2002 and 2003.

The examples in Table 12.1 illustrate several of the features of incremen-
tal cost-effectiveness analysis. The STDs/HIV intervention study shows that
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two intervention sessions can be quite cost-effective, but moving from two
intervention sessions to six sessions is considerably less so. The tamoxifen study
illustrates that the use of tamoxifen for primary prevention in high-risk women
becomes less cost effective as the women get older (because older women are
more likely to die from other causes of death, and thus receive less benefit).
Finally, the hip protector study and ACE inhibitor study stand at opposite ends
of the continuum of cost effectiveness; hip protectors actually result in cost sav-
ings (owing to reduction in costs of treating injury from falls), whereas first-line
therapy with ACE inhibitors appears to be a costly approach to antihypertensive
therapy in 40-year-old men without heart disease.

League tables regularly report only the CER, and the same ratio can be pro-
duced by interventions with very different impacts. For example, a program
that provides 10 QALYs per patient for $100 000 per patient and could bene-
fit 20 000 patients per year has the same ICER as a program that provides 0.1
QALYs per patient for $1 000 and could benefit 2 million patients per year.
Cost-effectiveness analysis treats these programs as equally valuable, but policy
makers might well have other reasons to favor one program over the other.
This has led for some to call for “enhanced league tables” that provide addi-
tional information about the components of the ratio (Mauskopf, Rutten, and
Schonfeld, 2003).

Compared with the standard vaccination levels against hepatitis A in the
United States in 2003, routine childhood vaccination at age 1 would prevent
over 112 000 hepatitis infections in the cohort of 4 million children born in
2005. The resulting gain, 1 240 (discounted) QALYs, would be achieved at a cost
of $55.8 million (including savings due to reducing productivity loss in patients
and parents). The ICER, therefore, is $45 000/QALY, making this a relatively
cost-effective program (Rein et al., 2007). In fact, because of herd immunity,
the actual benefit is probably greater – at no additional cost (Armstrong et al.,
2007).

Arguments about cost-effectiveness

The use of cost-effectiveness in treatment decision making has not received uni-
form support among physicians. Indeed, the use of a public health perspective
rather than an individual patient perspective is sometimes decried by physicians
(particularly in developed nations) who see their sole duty as being to the wel-
fare of whichever of their individual patients are under their care at any given
time.

David Eddy’s excellent book Clinical Decision Making: From Theory to Prac-
tice (Eddy, 1996) reviews and responds to many criticisms of cost-effectiveness
analysis. Eddy presents 11 principles for making difficult decisions in difficult
times. His principles focus on public health decision making but are addressed
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to physicians and form a framework for thinking about medicine as a social
endeavor. They are:

1. The financial resources available to provide health care to a population are
limited.

2. Because financial resources are limited, when deciding about the appropriate use of
treatments it is both valid and important to consider the financial costs of the
treatments.

3. Because financial resources are limited, it is necessary to set priorities.
4. A consequence of priority setting is that it will not be possible to cover from shared

resources every treatment that might have some benefit.
5. The objective of health care is to maximize the health of the population served,

subject to the available resources.
6. The priority a treatment should receive should not depend on whether the

particular individuals who would receive the treatment are our personal
patients.

7. Determining the priority of a treatment will require estimating the magnitudes of
its benefits, harms, and costs.

8. To the greatest extent possible, estimates of benefits, harms, and costs should be
based on empirical evidence.

9. Before it should be promoted for use, a treatment should satisfy three criteria:
There should be convincing evidence . . . that the treatment is effective. Compared
with no treatment, its beneficial effects on health outcomes should outweigh any
harmful effects on health outcomes. Compared with the next best alternative
treatment, the treatment should represent a good use of resources.

10. When making judgments about benefits, harms, and costs, to the greatest extent
possible, the judgments should reflect the preferences of the individuals who will
actually receive the treatments.

11. When determining whether a treatment satisfies the criteria of principle no. 9, the
burden of proof should be on those who want to promote the use of the treatment
(Eddy, 1996).

Although each of these principles has been challenged by opponents of cost-
effectiveness analysis, the primary challenges fall into several basic lines.

First, physicians may feel that their professional ethics require that they have
maximum autonomy to advocate for their patients over others. Even if it is
important to consider public health, they may believe that it is not the role
of the physician to consider resource allocation at the societal level. If patients
agree with this concept of the physician’s role, physicians who do not place their
patients’ welfare above others will garner distrust from their patients, who will
be concerned that their physician is withholding an effective treatment because
it is too costly. Similar concerns have been raised by patients in capitated health
plans, in which primary care physicians receive a fixed yearly payment for each
patient. In countries like Canada and the United Kingdom, where the need
to ration health care resources is understood and accepted, these concerns are
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likely ameliorated by the knowledge that every physician is (ideally) applying a
public health perspective.

Second, even if physicians consider public health to be an appropriate goal in
their practice of medicine, there are methodological barriers to the acceptance
of cost-effectiveness analysis as an approach to public health. Most physicians
are not trained in cost-effectiveness analysis and may not be able to follow
the analytic methods, but are asked to trust the results and apply them to their
patients; this can be an uncomfortable position. In addition, good measurement
of cost and benefit are difficult and can be demanding of data that are not always
available in the clinical evidence base. These concerns have led to efforts to
standardize cost-effectiveness analysis methods and to the formation of analytic
centers within the U.S. Agency of Healthcare Research and Quality and the U.K.
National Institute for Health and Clinical Excellence.

Finally, even when public health is an appropriate goal, and cost-effectiveness
analysis in medicine is feasible, there are questions about whether cost-effec-
tiveness alone is adequate to promote public health. In particular, societies may
wish to express values, such as distributive fairness or constraints on acceptable
medical procedures, that cannot be easily incorporated into CEA, in light of its
utilitarian ethic (Brock, 2004). These social values are considered in depth in
Chapter 13.

Summary

Physicians have an important role to play in advancing the health of the societies
they serve. When health care resources are limited, clinicians and policy makers
often look to cost-effectiveness analysis to help guide care decisions to maximize
health provided to the public for a given level of resource expenditures. Cost-
effectiveness analysis requires nuanced consideration of the measurement of
effectiveness of health care across a population and the measurement of costs
of health care; each of these has become a specialized field in itself. Although
formally considering cost-effectiveness in care is not universally favored by
physicians, cost-effectiveness analysis has the undisputed virtue of placing on
the table issues of societal resource constraints and the need to truly understand
the impact of new treatments.

Questions for clinical practice
� Who pays for the cost of my patient’s care? Does the payer’s budget require

me to pay special attention to the cost-effectiveness of my health care
recommendations?
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� Given the care I’m already providing my patient, does it make sense to rec-
ommend different and more expensive approaches or stick with the current
care plan?

� Are there interventions I can offer my patients which both save money in
the future and improve health, such as preventative health care or lifestyle
changes?
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Social values

Introduction

You and a colleague are discussing Praseedom et al.’s (2001) report of a 24-
year-old patient whose cystic fibrosis progressed to end-stage lung disease
and advanced liver disease, including cytomegalovirus infection. She weighs
52 kg and her FEV1 is 0.8, which is only 25% of her predicted volume.
She received a combined heart-lung-liver transplant, performed en bloc,
and was treated with standard immunosuppression therapy for heart-lung
transplant’s recipients, along with perioperative prophylactic antibiotics for
two days and nebulized colistin and tobramycin for one month. She sur-
vived for four months after the transplant, and then died from systemic
cytomegalovirus infection.

Aware of the scarcity of donor organs, you wonder aloud whether perform-
ing this multiorgan transplant was a good decision. Your colleague wonders
how such a question could be answered.

Chapter 1 of this book began by considering the different types of goals that
patients may use in making medical decisions and how physicians can assist
their patients in clarifying their goals and selecting tests and treatments that
will help their patients achieve their goals. This chapter once again takes up
decision goals and objectives, but from the perspective of shared social values
and ethical norms.

Ethics in clinical decisions

This book has approached medical decision making primarily from the stand-
point of the community of clinicians, behavior scientists, and theorists who
focus on the question of “how should decisions be made to provide the patient
with the greatest health benefit?” Other groups of thinkers, including clinicians,
philosophers, lawyers, and patient advocates, have asked an equally important
question: “How should decisions be made to preserve the ethical values that
mean most to us as individuals and societies?” Although decision scientists have

175
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traditionally emphasized utilitarian approaches to decision making, bioethicists
have questioned whether one should focus on the consequences of decisions or
their intrinsic features (as in deontological approaches to ethics). They have
also asked such questions as whether morality is a feature of actions or a set
of virtues, how moral claims should be justified, how to balance contextually
specific decisions with universal principles, and how health care ethics relates
to ethics in other endeavors (Khushf, 2004).

Like decision scientists, ethicists, particularly those who recognize multiple
ethical principles, virtues, or rights, regularly consider situations in which all
of their goals cannot be fully met. Decision science approaches this problem
through prioritization and trade-off of goals. Ethics is more likely to use a process
of “specification,” in which each principle is made more contextual and concrete
to provide guidance for the particular decision in question (Beauchamp and
DeGrazia, 2004). Indeed, some philosophers advocate case-based approaches
to bioethics, just as the judicial system in most Western nations interprets the
law through the analysis of cases and the development of precedents (Boyle,
2004).

Although it would be natural to expect these two perspectives to converge
and these two groups of theorists to share ideas, historically these questions have
been answered through entirely separate academic endeavors and have resulted
in separate communities of scholarship (Stiggelbout et al., 2006). Two recent
studies have compared the thinking of decision scientists and bioethicists. In a
survey by Ubel et al. (1996), 568 prospective jurors, 74 members of the American
Association of Bioethics, and 73 members of the Society for Medical Decision
Making were asked to choose between providing a more effective screening
program to half a population (resulting in a greater number of deaths prevented
overall) or a less effective program to the complete population (resulting in fewer
deaths prevented overall). Decision scientists were less likely than others to favor
the less effective (but arguably more equitable) program.1

A more extensive study by Stiggelbout et al. (2006) surveyed 327 members
of the American Society for Bioethics and Humanities and 77 members of the
Society for Medical Decision Making, presenting each participant with two clin-
ical cases, one concerning refusal of a beneficial treatment and one concerning
surrogate decision making about futile care at the end of life. The authors found
substantial similarities in the opinions of the two groups, although decision
scientists were more likely to emphasize outcomes and trade-offs and ethicists
were more likely to emphasize patient autonomy. Notably, both groups called
for greater exploration of patient goals and values, an ongoing theme of this
book.

1 Among all the groups, however, there was considerable variation. Fifty-six percent of jurors, 53%
of ethicists, and 41% of decision scientists endorsed the less effective program.
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As the Stiggelbout study suggests, the concerns of bioethics and decision sci-
ence are often in alignment; the ethical principle of autonomy, for example, is
often naturally reflected in the importance of properly eliciting and considering
patient preferences in decision analysis. Bioethical principles can also be natu-
rally incorporated into decision making as personal or societal constraints on
possible choice alternatives: in a society that espouses the natural right of people
to be free from becoming unwilling subjects of medical procedures, a decision
alternative that results in forcing a family member to undergo genetic screening
might be simply unacceptable. We alluded to such constraints in Chapter 1.

The remainder of this chapter considers two selected decision areas in which
decision science and bioethics intersect, and each can enrich the other: rationing
care in the context of limited resources and the conduct of medical research.

Rationing care

One of the primary ethical issues in medical care arises when it is not possi-
ble to provide unlimited care to all people, due to resource constraints. These
constraints could take the form of a limited health care budget, as discussed in
Chapter 12, but can also reflect limitations on the availability of facilities, equip-
ment, personnel, or necessary treatments, including banked blood or donor
organs. Bioethicists have described several different approaches to the problem
of rationing care.

The utilitarian ideal

The utilitarian position seeks the greatest good for the greatest number, without
regard to which individuals accrue benefit. Cost-effectiveness analysis (discussed
in Chapter 12) embodies a utilitarian ideal of resource allocation.

Utilitarian approaches are favored in decision science but present several
problems to the working clinician. First, clinicians have a long tradition of advo-
cating for their own patients rather than for the patients of others. This advo-
cacy is inherently at cross purposes with a utilitarian ideal and yet is extremely
important both to physicians, for whom the art of medicine is most essentially
practiced in the healing of the individual patient, and to patients, who wish to
be assured that their physician is doing everything possible to heal them.

A second limitation of utilitarian rationing is that patients do not present
simultaneously. The ability to make a optimal allocation that will achieve the
greatest good for the greatest number is greatly challenged by the need to do
so across a period of time. The utilitarian may be forced to withhold resources
from patients present now to provide them, at greater benefit, to later patients
who are absent in the moment. Failure to do so can reduce utilitarianism to a
“first come, first served” ethic. On the other hand, too much withholding can
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lead to undertreatment of actual patients in the service of theoretical patients
who may never materialize, and an overall reduction in benefit.

Nonmaleficence

Physicians are routinely reminded of their Hippocratic charge to “First, do no
harm.” The ethical principle of nonmaleficence expresses this duty by establish-
ing a social taboo around initiating interventions that are intended or likely to
cause direct harm to a patient or a group of people, even when such interven-
tions may benefit others. For example, no matter how cost-effective a program of
mandatory post-retirement euthanasia might be, and how many pre-retirement
patients might benefit from improved care provided by the cost savings, such a
program would not be ethically defensible. Nonmaleficence may appear to be a
simple concept until one considers it is not always clear whether proceeding with
a medical intervention or withholding the intervention is more harmful. Pal-
liative care can be seen as conforming with this concept when further attempts
at therapeutic intervention appear futile to the decision maker.

The rule of rescue

The rule of rescue charges the physician and the health care system to work
hardest on behalf of those who are sickest and most in need of care, and par-
ticularly those whose lives are threatened (McKie and Richardson, 2003). This
rule underlies the requirement of U.S. emergency departments to evaluate all
patients who present with emergent needs, regardless of financial resources.
The rule of rescue neatly avoids creating “double jeopardy” situations, in which
those most in need of help have the least access to it. Researchers have found
significant support for this ethic among the general population as well (Dolan,
2000).

The rule of rescue certainly does not optimize the use of health care resources.
This rule results in high expenditures on hospital-based care instead of earlier,
less costly, office-based care (Goldman, Joyce, and Zheng, 2007). In extreme
cases, it justifies huge expenditures on patients who are very likely to die soon to
achieve a small increment in the probability that they will survive a bit longer.
This can be clearly seen in transplant cases. For example, patients with a failed
heart transplant are often sicker than patients who need a transplant but have
not yet received one. As a result, a new donor heart may be transplanted in the
repeat transplant patient. But patients with a failed transplant are also much
less likely to receive substantial benefit from a new transplant. The case of the
24-year-old cystic fibrosis patient presented at the start of this chapter is an
even more extreme demonstration: the simultaneous transplantation of three
organs (heart, lungs, liver) into a single patient rather than the distribution of
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the organs to three separate patients (Praseedom et al., 2001; Murphy, 2002).
The rule of rescue can thus lead to waste of donor organs, a scarce and limited
resource.

In addition, the rule of rescue is often applied without sufficient regard for
quality of life. A consequence of this kind of application is that life-saving and
life-prolonging procedures are given very high social value, even when the cost
of such interventions far outweighs their benefit to the patient. Although a
finding of “medical futility” can limit the imperative to apply the rule of rescue,
patients’ interest in receiving as much care for themselves as possible can make
such a finding difficult at best.

Triage

When personnel and supplies are limited, a norm of triage has also been applied,
particularly in times of war or emergency. In triage medicine, patients with poor
prognoses may receive only comfort care to preserve resources for patients with
a better chance of survival. Among those patients who are deemed to have a
chance to survive, preference is usually given to those in immediate need of
life-saving treatment (like the rule of rescue), but sometimes given to those least
injured (particularly among soldiers in war who are needed to return to the
battlefield as soon as possible).

Equity

None of the preceding approaches to the ethics of care under limited resources
broadly considers equity in treatment. Utilitarian approaches seek the greatest
aggregate benefit without regard to how it is distributed, and the rule of rescue
eschews equity in general for a narrow focus on the sickest patients. Considera-
tions of equity in the rationing of health care demand attention to more features
of how and to whom health care resources are allocated.

Procedural justice
Models of procedural justice seek to ensure that the process by which resources
are allocated – the “how” – is fair. “Justice” here usually implies that every
member of a population has an equal opportunity to receive care and equal
access to that care when they need it.

When fewer resources are available than needed, procedural justice man-
dates that resources must be allocated through a method that does not allow
any patient to gain an advantage over another patient through strategic means
(by “gaming the system”). This tends to disfavor “first come, first served”
approaches or decision-making approaches that rely on characteristics of indi-
vidual patients. Instead, care may be rationed by lottery (in which all patients
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have an equal chance of receiving care or of moving to the head of a waiting list
for care).

It has also sometimes been suggested that resources could be fairly allocated
in proportion of the patient’s objective contribution (or commitment to con-
tribute) to the health care system. For example, if every citizen may choose to be
an organ donor (or not), and choosing to do so has no financial cost, some have
argued that those who agree to donate organs should thereby receive preferential
status in the receipt of organs.

Providing preferential status in organ transplants to organ donors honors
procedural equity. Many bioethicists argue, however, that providing any extrin-
sic reward to organ donors suggests that human organs (and, by extension, the
human beings that provide them) may be treated as a commodity whose supply
and demand are subject to the laws of the market. To paraphrase an old joke:

A patient visits a doctor and asks him if he will perform a radical and unnecessary
procedure on her for $10 million. He frowns, clearly uncomfortable, but in the end
replies that for that kind of money, he’d be a fool not to. She then asks if he will perform
it for $1. Offended, he asks, “What do you think I am?” She replies, “We’ve already
established that you can be bought; now, we’re just settling the price.”

As the story suggests, bioethicists are concerned about a slippery slope from
rewarding organ donation to wholesale commoditization of human tissue
(Scheper-Hughes, 2003; Kahn and Delmonico, 2004), with particular concern
about “medical tourism,” in which affluent patients from developed nations
travel to developing nations and purchase organ transplants from poor resi-
dents (Eighth Plenary Meeting of the Fifty-Seventh World Health Assembly in
Geneva, 2005).2

In addition, a policy of preference transplant may implicitly devalue the
decision to donate an organ in the first place. A robust finding in psychological
research is that efforts that are motivated by an extrinsic reward are less well
regarded, even by those exerting the effort, than those motivated by purely
intrinsic considerations such as altruism (Deci, Koestner, and Ryan, 1999).
Moreover, if the extrinsic reward is later removed, people become less likely
to perform the effort than they were when no extrinsic reward was offered.
Accordingly, preserving the status of organ donation as a purely charitable
and altruistic gift may be important not only to avoid violating norms of the
pricelessness of human beings but also to continue to encourage such donations
and maximize overall societal utility.

Another procedural concern in organ donation involves the ability of donors
to direct their organ donations to individuals. The United Network for Organ
Sharing (UNOS) in the United States permits either nondirected donations

2 Although some economists and philosophers have seriously suggested the creation of a market
in organs. See, for example, Boudreaux (2006) and Radcliffe-Richards et al. (1998).
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(which are provided to the next recipient-candidate on the waiting list) or
donations directed to a particular named individual. Explicitly prohibited are
donations directed to groups (e.g., to an unspecified person of a particular race,
religion, or lifestyle), but such donations are becoming increasingly common
nonetheless as “organ matchmaking” websites make it possible for potential
donors to identify and name specific individuals who meet their group-based
criteria (Murphy, 2006). Concerns about such practices by bioethicists who
point out the need to balance justice and utility have led to calls to limit directed
donation to family members (Zink et al., 2005).

Distributive justice
In contrast to procedural justice, which concerns itself with how resources are
allocated, distributive justice seeks to ensure equity among those to whom
resources are allocated. That is, distributive justice is achieved when each mem-
ber of the population receives his or her fair share of health care resources,
regardless of the process by which this allocation occurs.

For example, theorists have discussed the so-called fair innings argument, in
which health care should be provided to ensure that everyone receives at least
a socially agreed upon sufficient length and quality of life (Williams, 1997). A
consequence of this approach is that health care should be disproportionately
provided to, for example, children, rather than adults, to increase their oppor-
tunities to experience their fair innings. This approach has also been compared
with a pure “severity-based” approach akin to the rule of rescue in which those
whose are worst off now or will be in the future should receive more health care
resources (Nord, 2005).

Two of the major difficulties with the distributive justice ethic are determin-
ing what constitutes a “fair share” of resources and developing a process that
ensures such a fair share. The former difficulty arises in part because the size
of the resource pie to be divided, and the number of slices required, are often
uncertain. In addition, some studies find people expressing a desire to distribute
resources unfairly, to motivate or punish certain kinds of social behavior, such as
treatment for those whose conditions may be related to their smoking, drinking,
or diet behaviors (Shickle, 1997; Schwappach, 2002; Lenton, Blair, and Hastie,
2006). From a theoretical perspective, some philosophers have discussed ways
to provide a limited but significant role to individual responsibility for health
to balance the desire to motivate socially responsible choices with the desire to
provide compassionate care to all (Cappelen and Norheim, 2006).

Social values and rationing care

Decision scientists and ethicists have noted that traditional cost-effectiveness
analysis provides only for purely utilitarian decisions and have examined ways
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to modify the framework to incorporate not only utilitarian concerns but also
additional social values (Menzel et al., 1999). For example, Nord et al. (1999)
considered three additional values: preference to provide care to those worst off
(the rule of rescue), preference to provide care to those who will most benefit
(a variation of triage), and preference to provide care that results in the greatest
equality of health state among the population (distributive justice). Wagstaff
(1991) reviewed similar concerns and discussed the possibility of a more general
social welfare function that might be maximized rather than simply individual
quality and quantity of life.

Ethics in medical research

Clinical research is a primary font of knowledge and evidence for medical diag-
nosis and treatment decisions. It would not be hyperbole to suggest that the
(vast) medical research apparatus has made huge contributions to the quality,
and sometimes affordability, of health care, particularly in the developed world.
At the same time, clinical research engenders a host of ethical concerns beyond
those of clinical care.

The guiding principles of ethical clinical research were established in the after-
math of the Nazi medical atrocities of World War II. The earliest of these prin-
ciples, the requirement for voluntary consent, was enshrined in the Nuremberg
Code of 1948 (on the history of which see Shuster [1997]). Later developments
appear in the World Medical Association Declaration of Helsinki (Rickham,
1964) and, in the United States, in the Belmont Report of the National Com-
mission for the Protection of Human Subjects (U.S. Department of Health,
Education, and Welfare, 1979). The Belmont Report specifies three basic ethical
principles: respect for persons, beneficence, and justice. At about the same time,
the critically important book Principles of Biomedical Ethics put forward a very
similar set of principles: respect for autonomy, nonmaleficence, beneficence,
and justice (Beauchamp and Childress, 1979).

Respect for persons implies that research participation must be voluntary;
all research subjects should be willing research subjects who freely choose to
participate. This principle implies that subjects should not be coerced into
participation, either through actual force, threat (to their persons, livelihoods,
reputations, etc.), or disproportionate incentives. Another important implica-
tion of this principle is that potential subjects considering participation must
have adequate knowledge of the research trial to make an informed decision
about participation. As a result, the practice and process of informed consent has
become one of key importance in the recruitment and participation of research
subjects.

Beneficence is the principle that clinical research should be undertaken to
provide benefit to society and in a manner that avoids harm to patients as much
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as possible (nonmaleficence). Research projects are regularly scrutinized by
institutional review boards (IRBs) and funding agencies to ensure that the level
of risk to which research subjects are exposed is commensurate with the level of
benefit that the study may provide. Research that is known to lead to direct harm
to human subjects should not, in general, be performed. Another important
consequence of this principle is that placebo-controlled randomized clinical
trials, in which subjects agree that they will be randomly assigned to receive
a potentially beneficial treatment or a nonbeneficial placebo, should only be
conducted when there is some doubt about the benefit of the treatment. Without
such doubt (technically referred to in the ethics literature as “equipoise”), a
placebo-controlled trial would effectively result in knowingly withholding a
valuable treatment from a group of subjects.

Justice, discussed earlier in the context of rationing care, has particular appli-
cation in research ethics. Notably, if a research trial involves risk to participants
in the hope of yielding benefit, the potential benefit must also accrue to the
participants, or those like them. A study in which one group is exposed to risk
(at no benefit) to provide benefit (at no risk) to another group fails to meet the
criterion of justice.3

Decision scientists have also considered medical research but have taken a
different approach than have ethicists. Decision scientists are interested in the
question of how best to allocate the available limited resources to competing
research projects. A recent review of this question provides several methods
for allocating scarce research resources: based on the burden of disease, the
impact on clinical practice, or the value of the information which a trial is
anticipated to generate (Fleurence and Torgerson, 2004). The authors argue
that the best approach is the utilitarian one: allocation of resources such that
research funding aligns with the goal of providing the most health benefits to the
population.

Phase I drug trials

Phase I drug trials are conducted by pharmaceutical companies to establish
the safe dose of a new pharmaceutical agent. Such trials typically proceed by
exposing a relatively small number of subjects to different dosages of the agent
and noting the relationship between dosage and toxicity. They are important
because they facilitate the safe conduct of Phase II trials, which seek to measure
the effectiveness of a drug in larger numbers of selected patients. Without Phase
I trials, the development of new drugs would almost certainly result in greater
harm to those treated with the drugs.

3 The classic teaching example of injustice is the Tuskegee Syphilis Study, in which African-American
men with syphilis were intentionally left uninformed of their disease and untreated, even when a
proven cure was available. See, for example, Jones (1993).
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Phase I drug trials are particularly troublesome with respect to research ethics.
Two features of Phase I trials immediately stand out. First, many patients are
likely to receive toxic overdoses during the Phase I process; the principle of
nonmaleficence may not be met in the trial. Second, few patients are likely to
receive clinical effective doses during the trial – if the agent is effective at all – so
the overall beneficence of the trial is also low. Accordingly, such trials typically
involve considerable risk at no benefit to the subjects enrolled to reduce the risk
to subjects in later trials who may benefit from the drugs. This would seem to
be a clear violation of standards of justice.

To justify such trials, therefore, participation is usually offered only to patients
whose condition is so poor that there is no expectation of benefit with any alter-
native treatment, such as terminal cancer patients. For such patients, benefi-
cence and justice may be less important considerations, as no treatment would
be expected to provide benefit. Enrolling in a Phase I trial offers such patients
no hope for improvement but does provide an opportunity to give additional
meaning to their final days by altruistically contributing to future benefit for
others.

This argument presupposes that patients who enroll in Phase I trials do so
altruistically, and without unrealistic hopes of personal benefit. The informed
consent process for such trials typically emphasizes the lack of expected benefit
to the patient. Do participants in such trials actually understand the nature of
the trial? Do participants in any medical research understand the nature of the
study?

Informed consent

Unfortunately, research on the informed consent process suggests that research
participants may not have good understanding. A major recent review of studies
of informed consent comprehension in Phase I cancer trials found that fewer
than half of patients understand the purpose of a Phase I trial, and a large group
believe they will benefit from the trial (Cox, Fallowfield, and Jenkins, 2006).
Moreover, participation decisions in clinical trials in general may be susceptible
to relatively minor changes in the wording of consent forms (Schwartz and
Hasnain, 2002). The order in which potential subjects learn about the risks and
benefits of an intervention, a seemingly trivial consideration, may also influence
whether an individual consents to a study (Bergus, Levin, and Elstein, 2002).

The requirements for effective informed consent for enrollment in a clinical
research trial is an active area in bioethics, and one that is crucially important to
physicians who seek to advise their patients on these decisions. There are several
important ethical questions. Because human beings have cognitive limitations
on the amount of information they can process, informed consent processes
can present only a subset of the information available about the trial interven-
tions without overwhelming patients – which subset should be selected? Which
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people are competent to provide consent? By what process should information
be provided and consent obtained (and possibly documented)? Under what
(emergency) conditions can treatment proceed without consent (Wear, 2004)?

Summary

Medical decisions do not occur in isolation from social values, and while deci-
sion scientific tools such as cost-effectiveness analysis may provide optimal
recommendations to achieve important goals such as maximizing health ben-
efit to a population, social norms, values, and ethics establish additional goals
and constraints that are not as simply met. Clinical care, health care resource
allocation, and medical research each present ethical concerns alongside their
goals of providing care to patients, optimizing use of resources and maximiz-
ing information that will lead to improved care. Because no practical unified
decision theory exists that incorporates all of the relevant social and individual
values, clinicians must approach many decisions with concurrent attention to
the outcomes of their patients and their ethical commitments.

Questions for clinical practice
� What are my ethical commitments to my patient, my profession, and my

society? How might they be relevant to the decision I face?
� When health care resources that I use on my patient’s behalf – including

money, equipment, donor blood/tissue/organs, or my time – are limited,
how should I distribute them ethically?

� When should I recommend enrollment in clinical trials to my patient?
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Appendix: Summary of questions
for clinical practice

Goals
� How deeply has my patient considered his/her goals?
� What does my patient want out of his/her life? What’s important?
� How will treatment options impact my patient’s ability to achieve his/her

goals?
� Are there things my patient simply won’t do out of strongly held conviction?

Dimensions of health
� Which dimensions of health are most important to my patient?
� How fully has my patient considered these dimensions?
� How do treatment alternatives differ in their impact on each dimension?

Overall health
� How can my patient best understand an overall health state?
� How can I help my patient anticipate what a future health state may be like?
� When do I need to measure or compare utilities for overall health states, and

how should I do it?

Quantity and quality of life
� How will my patients’ decisions impact their quality and quantity of life?
� Are my patients giving too much weight to short-term, transitory outcomes,

at the expensive of their long-term health?
� How can I best illustrate the course of health that my patients can expect?

Uncertainty
� What are the most important uncertainties in the decision facing my patient?
� How does my patient regard risk and uncertainty in his or her life? Does she

or he believe in taking chances to achieve big rewards or prefer to opt for
smaller but surer results?

� How can I most effectively and accurately communicate the level of uncer-
tainty associated with a diagnosis, a treatment, or a prognosis to my patient?

� How can I help my patient to cope with their lack of certainty about outcomes
or options?

187
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Choices and outcomes
� What are the expected, or average, outcomes that my patient will receive under

each treatment option?
� Once a treatment option is selected, what are the actual outcomes that my

patient should prepare for?
� If my patient does not use the expectation principle, how might she or he be

making decisions? Could these approaches result in poorer outcomes?

Confidence
� When I provide patients with estimates, such the likelihood that their dis-

ease will progress or a treatment will be successful, would they benefit from
knowing the statistical confidence interval around the estimate?

� When I provide patients with estimates, how (subjectively) confident am I in
my estimate, and why?

� Are there opportunities to improve my confidence judgments (or those of my
associates) by getting regular feedback about calibration or creating systems
to ensure that disconfirming evidence will be considered?

Visualizing decisions
� Have my patients considered the sequences of choices they may face and

constructed a list or map of strategies?
� How can I help my patients to consider the advantages and disadvantages of

each of their potential strategies?
� Would a decision tree or influence diagram help my patients to better under-

stand the clinical features of the decisions they face?

Information
� What uncertainties could change the decision if more information were avail-

able about them?
� What opportunities exist for gathering additional information? Is the cost of

doing so worth the potential benefit?
� What sources of information are available from the clinical research literature?

Screening and testing
� What is my goal in testing this patient? Is it more important to screen for a

potential condition, to rule in a diagnosis, or to rule out a diagnosis?
� What is my current level of suspicion that this patient has the diagnosis?
� Which tests are available that can meet my goals, and how powerful and useful

are they when applied to patients like this one? Will my treatment plan change
as a result of either a positive or negative test?

� If there is a significant possibility of false positives or false negatives, how can
I best explain that to my patient and advise them on how to proceed through
the workup?
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Family decisions
� How will my patient’s health choices impact his or her family? Has my patient

given this due consideration? Have I?
� How can I help my patients to have their wishes considered if they are inca-

pacitated and unable to communicate or make decisions?
� What information do surrogate decision makers need to help them fulfill their

role?

Public health
� Who pays for the cost of my patient’s care? Does the payer’s budget require

me to pay special attention to the cost-effectiveness of my health care
recommendations?

� Given the care I’m already providing my patient, does it make sense to rec-
ommend different and more expensive approaches or stick with the current
care plan?

� Are there interventions I can offer my patients which both save money in
the future and improve health, such as preventative health care or lifestyle
changes?

Social values
� What are my ethical commitments to my patient, my profession, and my

society? How might they be relevant to the decision I face?
� When health care resources that I use on my patient’s behalf – including

money, equipment, donor blood/tissue/organs, or my time – are limited,
how should I distribute them ethically?

� When should I recommend enrollment in clinical trials to my patient?
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contingent valuation, 162
contrast, 37
coping, uncertainty and, 72
cost-benefit analysis, 161–162
cost-effectiveness analysis, 162,166–173

cost-effectiveness ratio, 167,168f
discussions of, 171–173
incremental cost-effectiveness ratio,

169,170t
principles of, 166–167
rationing care, 177–179

cost-effectiveness ratio (CER), 167,
168f

costs vs. charges, 164–165
cost-utility analysis, 163–164
criteria, decision making, 7
cumulative prospect theory, 82

decision perspective, 160–161
decision support systems (DSS), 142
decision trees, 107,107f
decisions

clinical questions for, 13
deliberative consideration of, 6
dimensions and. see health dimensions
ethics in, 175–177
and family. see family
good decisions, defined, 7
holistic vs. decompositional approach to,

17,41
information and, 5
information for. see information
justifications for, 5

life goals and, 7,13
outcomes and, 4,22
preparing for outcomes of, 78
uncertainty in. see uncertainty
visualizing. see visualization

Decisions with Multiple Objectives (Keeney
and Raiffa), 7

decompositional approach, 17
example of, 23
vs. holistic approach, 17,41

diagnostic tests
Bayes’ Theorem, 137,137f
clinical questions for, 146
combination of results, 139–140
and conditional independence, 140
development of, 130,130f
gold standards, 130–131
interpretation of, 136–139
multiple, 138–139
ordering strategies, 141
psychology of, 142,144f
ROC curve, 133,134f
scoring rules for, 141–142,143f
sensitivity and specificity, 133
thresholds for, 131,131f

dimensions of health. see health dimensions
discounting, 47,165–166
discrete probability distribution, 121f
distributive justice, 181–182
DOSPERT (Domain-Specific Risk-Taking)

scale, 59,60t
durable power of attorney for health care,

153–154

Eddy, David, 171–172
Educating Intuition (Hogarth), 145
emotions, risk and, 62
“Enough: The Failure of the Living Will”

(Fagerlin and Schneider), 154
epidemiology, risk and, 56,56n
equity, 179
error

cost of, in learning environments, 145
false negatives, 132,133
false positives, 132,133
in interpretation, 144–145
in probability revision, 144–145

ethics, 175–177
and medical research, 182–183
and phase I drug trials, 183–185

EuroQOL EQ-5D, 24
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evaluation, health states, 36
analog scales vs. category rating, 31f
clinical questions for, 41
comparison of methods, 36
of health states, 31f
holistic vs. decompositional approach to, 41
prediction problem, 39
standard gamble method, 35
time tradeoff method, 33
utility for, 35n

evidence-based medicine (EBM), 126f
expectation principle, 77t
expected utility, 87

alternatives to, 84t
clinical questions for, 87
decision trees, 108
and the expectation principle, 77t
expected utility theory, 81,81t
and expected value of perfect information,

121f
gist representation and, 87,87t
of health benefits, 163–164
lexicographic strategy to, 84
vs. maximax strategy, 85
vs. minimax strategy, 85
patient responses towards, 81,83f
and the preparation principle, 78
vs. regret minimization, 86
from testing. see diagnostic tests
theory of, 81,81t

expected value of imperfect information
(EVII), 122f

expected value of information (EVI), 120f
expected value of perfect information (EVPI),

121f
experiential approach, 70
Expert Choice 11, 26
expert judgment, 97

Fagan’s nomogram, 137,137f
Fagerlin, Angela, 154
false negatives, 132,133
false positives, 132,133
family, 149–158

benefits of patients to, 151,152
benefits to patients with, 150–151
clinical questions for, 158
costs to, 152
surrogate decision-makers, 153–157
utility, 149–153

Foundation for Informed Decision Making, 30

functional status, 19
future planning prediction problem, 39
fuzzy trace theory (FTT), 87,87t

goals
alternatives and, 11t
clarification of, 10
and medical decisions, 7,11t
vs. objectives and constraints, 8
swing-weighting, 12t
typology of (Aspiration Index), 9
see also constraints; objectives

gold standards, 130–131
Groopman, Jerome, 66

health
defining, 18
describing states of, 30
evaluation of health states. see evaluation,

health states
functional status, 19
life expectancy, 18
mental well-being, 19
overall state of, 41
quality of life, 20
questionnaires, 25
social well-being, 19

health benefits
health units of, 162
monetary units of, 161–162
utility units of, 163–164

health care proxy, 153–154
health dimensions, 28

Analytic Hierarchy Process (AHP), 26,26t
clinical questions for, 28
defining health, 20
holistic vs. decompositional approach to, 41
measurement tools for, 26
rating the importance of, 23
Simple Multi-Attribute Rating Technique

Exploiting Ranks (SMARTER), 27,27n
use of, 23

health profiles, 44f
Health Utilities Index (HUI), 24
healthy-year equivalents (HYE), 48
Hershberger’s Inventory of Cognitive Biases in

Medicine, 65f
heuristic judgments, 65f
hierarchical tree method, 104,104f
higher-order uncertainty, 57
Hogarth, Robin M., 145
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holistic approach
vs. decompositional approach, 17,41
to health states, 29

hope, uncertainty and, 72
How Doctors Think (Groopman), 66

Impact 3 Survey Generator program, 36
incidence vs. prevalence, 56n
incremental cost-effectiveness ratio (ICER),

169,170t
individual patient perspective, 160
influence diagrams, 110f
information, 113,115f

clinical questions for, 127f
from clinical research, 123f
from evidence-based medicine, 126f
expected value of (EVI), 120f
expected value of imperfect (EVII), 122f
expected value of perfect (EVPI), 121f
information analysis, value of, 120f
maximum value of (MVI), 123f
for patients, 125f
from second opinions, 114,116f
sensitivity analysis, 116f

informed consent, 182,184–185

Kasser, Tim, 9

legal considerations
and communicating uncertainty, 63
and decision support systems (DSS), 142
of research practices and informed consent,

182
and testing, 139n

lexicographic strategy, 84
life expectancy, 18

clinical questions for, 51
vs. quality of life, 51
quality-adjusted, 48

life goals. see goals
likelihood of being helped or harmed (LHH),

68
living wills, 153–154
losses vs. gains

and expected utility, 82
patient attitude towards, 61,82n

Markov models, 50f
maximax strategy, 85
maximum value of information (MVI), 123f
measurement, of health dimensions, 26

medical care goals
for family. see family
good decisions, defined, 7
overview, 4
and social values. see social values
for society. see public health decisions
see also goals

medical costs, 164–166
costs vs. charges, 164–165
discounting and, 165–166
future indirect, 166
vs. nonmedical costs, 165

Medical Outcome Study SF-36, SF-12, and
SF-8, 24

medical research. see clinical research
Meltzer, David, 150,150n
mental well-being, 19
minimax strategy, 85
monetary value of health, 161–162
Monte Carlo methods, 118n
Mueller-Lyer illusion, 63n
multiattribute utility theory, 23
multiple outcomes, 77t

National Institute for Health and Clinical
Excellence (NICE), 124f

nonmaleficence, 178
number needed to treat (NNT), 68
numeracy, 63,63n
Nuremberg Code of 1948, 182

objectives
defined, 7
vs. goals and constraints, 8
see also constraints; goals

observed spending behavior, 161–162
odds, 63n
organ donation dilemma, 179–181
Ottawa Personal Decision Guide, 107
outcome bias, 66
outcomes

attributes of, 105
of decisions, 4,78
dimension importance and, 23
multiple and the expectation principle, 77t
ranges of, 22
short term and long term, 46

overall health. see health
overconfidence, 93
overextremity, 94
overprediction, 94
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Panel on Cost Effectiveness in Health and
Medicine, 167

Pascal, Blaise, 79
patients

advance decision-making by, 153–154
clarification of goals, 10
communication about health dimensions,

23
as competent decision makers, 153
emotional reactions of, 62
and expected utility, 81,83f
and family. see family
health, in context of, 20
individual patient perspective and, 160
medical knowledge of, 125f
numeracy level of, 63,63n
prediction problem, 39
religious beliefs of, 33
risk attitudes of, 62
and social values. see social values
swing-weighting goals, 12t
and uncertainty, attitudes towards, 62

payer perspective, 160–161
perfect health, 30

rating against death,
and time tradeoff method, 33

perspective, 160–161
individual, 160
payer, 160–161
societal, 161

pharmaceutical advertising, 125f
phase I drug trials, 183–185
physicians

and calibration, 94,95f
ethics and. see social values
and nonmaleficence, 178
public health responsibilities. see public

health decisions
risk attitudes of, 59
role in surrogate decision-making,

157,157n
and second opinions, 114,116f
and uncertainty, 58

Poetics (Aristotle), 37
prediction problem, 39

for acute states, 37
for chronic states, 38
discounting and, 47
surrogate predictions, 39

preferences, uncertainty in, 58
preparation principle, 78

prevalence vs. incidence, 56n
Principles of Biomedical Ethics (Beauchamp

and Childress), 182
pro and con lists, 105,106t
probabilistic sensitivity analysis, 117,118n
probability vs. frequency. see uncertainty
“problem of points,” 79
procedural justice, 179–181
pseudodiagnosticity, 145
public health decisions, 159–174

arguments about, 171–173
clinical questions for, 173–174
cost-effectiveness, 166,168f
decision perspective and, 160–161
health benefits, health units of, 162
health benefits, monetary units of, 161–162
health benefits, utility units of, 163–164
and medical cost, measurement of, 164–166
rationing care, 177–179
and social values. see social values

quality adjusted life years (QALYs),
48,150–151,163–164

see also cost-effectiveness analysis
quality of life, 20

adjusted life expectancy and, 48
clinical questions for, 51
discounting and, 47
and expected utility, 80
Markov models, 50f
vs. quantity of, 51
questionnaires, 25
and short term and long term outcomes, 46

Quality of Well-Being scale (QWB), 24
quantity of life. see life expectancy; quality of

life

rank order centroid (ROC) weights, 27n
rating

for evaluation of health states, 31f
importance of health dimensions, 23

rationing care, 177–179
receiver operating characteristic (ROC),

133,134f
reference standards, 130–131
regret minimization, 86
rehabilitation, quality of life and, 44f
relative risk reduction (RRR), 67
representativeness heuristic, 65f
rescue, rule of, 178–179
research. see clinical research
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resource allocation. see cost-effectiveness
analysis; public health decisions;
rationing care

Reyna, Valerie, 87,87t
risk

and emotion, 62
patient attitude towards, 35,82n
reduction of, 70
and uncertainty, 57,62

Risk Assessment Tool, 89n
risk-seeking vs. risk-averse choices, 62,

82,83f
rule of rescue, 178–179

St. Petersburg Paradox, 79
Schneider, Carl E., 154
scoring rules, 141–142,143f
screening. see diagnostic tests
second opinions, 114,116f
sensitivity, 133
sensitivity analysis, 116f

defined, 116f
probabilistic, 117,118n
threshold, 116f

Simple Multi-Attribute Rating Technique
Exploiting Ranks (SMARTER),
27,27n

social values
clinical questions for, 185
and distributive justice, 181–182
ethical decisions and, 175–177
ethics and medical research, 182–183
phase I drug trials, 183–185
and procedural justice, 179–181
rationing care, 177–179
see also public health decisions

social well-being, 19
societal decisions. see family; public health

decisions
societal perspective, 161
Society for Medical Decision Making,

176
specificity, 133
spending behavior, 161–162
standard gamble, 35
standard gamble method, 35
statistical confidence, 92
strategy, defined, 101

see also visualization
subjective confidence, 92
subjective expected utility (SEU), 82

support theory, 66
surrogate decision-making, 154–157
surrogate predictions, 39
Surrogates’ Agreement with Patients’

Resuscitation Preferences (SUPPORT)
trial, 156,157n

Surveillance Epidemiology and End Results
(SEER) database, 152–153

swing-weighting goals, 12t
with SMARTER, 27,27n

taxpayer samples, 164
testing. see diagnostic tests
threshold sensitivity analysis, 116f
thresholds, for testing, 131,131f
time tradeoff method, 33
trade-offs, in decision making, 12t
triage, 179

uncertainty
attitudes towards, 60t
clinical questions for, 73
communicating to patients, 63
and confidence intervals, 91
coping with, 72
defined, 56
and the expectation principle, 76
and hope, 72
managing, 71
and numeracy, 63,63n
probability associated with, 110,110f
probability issues, 64f
probability vs. frequency, 66,67t
risk reduction, 70
types of, 58

underconfidence, 93
United Network for Organ Sharing (UNOS),

180–181
13C-urea breath test (UBT), 130,130f
utilitarian approach, to rationing care,

177
utility. see expected utility; family

valence effects, 66
values

expected, 78
monetary, of health, 161–162
social. see social values
uncertainty in, 58

verbal approach, 69
visual approach, 69,70f
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visualization, 101–112
attributes for, 104,104f
bias in, potential, 106n
clinical questions for, 112
decision trees, 107,107f
influence diagrams, 110f
outcome attributes for, 105
pro and con lists, 105,106t
strategy construction for, 101,102t

web sites
for expected utility worksheets, 81
for nomogram, 138n
for Risk Assessment Tool, 89n

well-being
mental, 19
social, 19

World Medical Association Declaration of
Helsinki, 182
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